
Dell EMC validates your virtualized 
Genetec video management system 
before it reaches your hands
The Dell EMC PowerEdge R740xd2 server 
powered by Intel Xeon processors handled a 
240-camera workload without failure
Video surveillance is on the rise, with estimates of 180 million 
network and CCTV surveillance cameras shipped worldwide in 
2019 alone.1 For digital surveillance infrastructure to be effective, 
your cameras have to record around the clock without issue, and 
your servers must be able to process and store that data without 
disruption due to hardware issues such as disk failures.

Dell EMC™ offers software and hardware solutions validated by 
its Surveillance Validation Labs to attack this need. We worked 
with engineers at the Dell EMC Surveillance Validation Labs in 
Durham, NC, to validate the Dell EMC PowerEdge™ R740xd2 
server, powered by Intel® Xeon® Gold 5120 processors, and a 
virtualized instance of Genetec™ Security Center 5.8, a software 
platform for managing video surveillance. The Dell EMC 
solution passed validation testing with 240 cameras recording 
continuously—first during normal operation and then during a 
simulated disk failure and rebuild—indicating that it’s a reliable 
surveillance infrastructure solution for the Genetec platform. 

If your organization is considering a virtualized Genetec Security 
Center video management solution (VMS), Dell EMC PowerEdge 
R740xd2 servers powered by Intel processors offer a validated 
surveillance infrastructure that could help protect your customers, 
employees, inventory, and more.

Efficient recording 
under normal load

Reliable performance 
during simulated disk 
failure and rebuild

192 MB/s average 
disk throughput

15% average CPU 
utilization

199 MB/s average 
disk throughput

16% average CPU 
utilization

Different surveillance 
setups met stringent 
verification standards
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What is the Dell EMC Surveillance Validation Lab?
Not all major data center technology suppliers have their own validation lab for surveillance solutions, which is 
what makes Dell EMC stand out in the surveillance infrastructure marketplace. The Surveillance Validation Lab 
works with leading surveillance providers from the Dell EMC partner ecosystem to test their video management 
solutions. Dell EMC then uses those findings to help organizations choose a tested and validated solution that 
meets the organizations’ demands. Dell EMC believes their Surveillance Lab is the “most advanced, longest 
running video surveillance validation lab in the world.”4 Globally, Dell EMC runs three surveillance testing and 
validation labs, which are part of a network of 20 test centers total.5 Dell EMC claims to be the number one 
global surveillance infrastructure provider.6

Engineers in the Surveillance Lab put hardware and software solutions through the paces in what Dell EMC calls 
extreme, real-world scenarios.7 Extreme conditions include zero video frame drop over multiple failure scenarios, 
including drive, network, and controllers failures. The performance numbers the Dell EMC Surveillance Lab 
produces are not hero numbers, but worse case numbers, as the lab aims to show customers they can maintain 
performance without video loss under strenuous conditions.

Because the Surveillance Lab looks for worst case realistic test scenarios, their results may vary when compared 
to the results from other partners (i.e., integrators and VMS vendors).

Hardware and software validations include:8 

• Virtual/non-virtual

• Best practices

• Compute

• Networking

• Storage

• ISV application

Dell EMC also provides validation support that includes “solution documentation including reference 
architectures, white papers, technical notes, sizing guidelines, and technical presentations.”9 When your business 
implements a VMS validated by Dell EMC, you do so knowing that Dell EMC has already tested and approved it 
for use.

About the Dell EMC PowerEdge R740xd2 server

The enterprise-grade PowerEdge R740xd2 server allows organizations to “[b]ring compute closer to storage” 
and help “save space” with 2U design.2 With the PowerEdge R740xd2, organizations can store up to 364 TB of 
data in a 2U rack server or scale out to 7.2 PB (520 drives) in a 42U rack full of R740xd2 servers.3 Learn more in 
the Dell EMC PowerEdge R740xd2 server data sheet. 

The PowerEdge R740xd2 server used in this testing had two Intel Xeon Gold 5120 processors, 28 physical cores, 
and 256 GB of memory, and it ran Microsoft® Windows Server® 2016 Datacenter Edition. For storage, the server 
had 26 8TB 3.5-inch NLSAS HDDs. We configured the storage under test using the Dell EMC PERC H730P Mini 
controller and created a RAID6 disk group with two dedicated hot spares for a total usable capacity of 160 TB.
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About Genetec Security Center
According to Genetec, the unified security platform of Genetec Security Center merges IP security systems 
within a single interface.10 About Security Center, Genetec says: “From access control, video surveillance, and 
automatic license plate recognition to communications, intrusion detection, and analytics, Security Center 
empowers your organization through enhanced situational awareness, unified command and control, and 
connectivity to the cloud.”11 Security Center allows organizations to consolidate current independent security 
tools into a unified security solution. Learn more about Genetec Security Center. 

How we tested and what we found
We worked with Dell EMC engineers to validate the Intel Xeon processor-powered PowerEdge R740xd2 server 
running the virtualized Genetec VMS. The Dell EMC Surveillance Lab in Durham, NC, housed the server under 
test and testing equipment. Our engineers installed BIOS and firmware updates. Dell EMC engineers configured 
the networking, deployed the software required to complete the validations, and performed the validation 
testing. Our engineers ensured the server performed optimally during testing. We also reviewed raw testing 
results as well as Dell EMC Live Optics™ storage and server performance reports captured during validation 
testing to ensure that Dell EMC engineers completed the validation successfully without error.

A surveillance solution can fail to receive validation by either dropping one or more frames or losing video. The 
virtualized Genetec solution passed the validation testing in two different use cases: (1) normal server load with 
240 cameras recording continuously, and (2) 240 cameras simultaneously recording while experiencing a server 
disk failure and a disk rebuild.

Genetec Security Center uses virtual Archivers, which discover camera feeds, check cameras to see if they are 
recording, process all video and multimedia streams, and commit them to storage. The results in this report show 
data for four virtual Archivers. In both use cases, each Archiver had 60 camera streams, for a total of 240.

About Intel Xeon Scalable processors 

According to Intel, their Xeon Scalable processors support “hybrid cloud infrastructure[s] and most demanding 
applications - including in-memory analytics, artifical intelligence, autonomous driving, high performance 
computing (HPC), and network transformation.”12 Intel Xeon Scalable processors are available in four feature 
configurations (Platinum, Gold, Silver, and Bronze) to match the needs of organizations operating at many 
different levels. Learn more about Intel Xeon Scalable processors. 
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Test results - Use case 1 - server under normal load

Camera parameters

• 5Mbps camera
• 1280x720 resolution
• 30 frames per second
• Continuous recording enabled for all cameras

Recording results Four virtual Archivers w/ 60 
cameras each

Maximum number of cameras 240

Read/write ratio (%) 92/8

Average read/write latency (ms/ms) 1/0

Disk throughput (MB/s) 199.4

IOPS at 95% CPU utilization 2,267

Peak IOPS 3,205

Average CPU utilization 16.5%

Test results - Use case 2 - server under simulated disk failure and disk rebuild

Camera parameters

• 5Mbps camera
• 1280x720 resolution
• 30 frames per second
• Continuous recording enabled for all cameras

Recording results Four virtual Archivers w/ 60 
cameras each

Maximum number of cameras 240

Read/write ratio (%) 91/9

Average read/write latency (ms/ms) 4/4

Disk throughput (MB/s) 192.6

IOPS at 95% CPU utilization 2,089

Peak IOPS 2,839

Average CPU utilization 15%

For detailed performance results, see Appendix A.

Dell EMC validates your virtualized Genetec video management system before it reaches your hands	  January 2020  |  4



As you might expect, continuous recording requires greater throughput than on-motion recording. This applies 
to throughput to disk and network throughput. If surveillance infrastructure isn’t validated to meet the needs of a 
Genetec VMS, you have no way of knowing if it can handle the necessary throughput, which could lead to video 
loss or missing frames from archived footage. Missing or incomplete footage might, for example, keep a retail 
store from delivering reliable evidence when prosecuting theft. 

It’s important to note that the number of cameras and the throughput results were the minimum requirements 
set for this validation. These results do not indicate the maximum capability of the Dell EMC and Genetec 
surveillance solution.

What do these results mean for your business?

A validated Dell EMC and VMS partner surveillance infrastructure can simplify the process of implementing 
a surveillance solution. Choosing a pre-validated, custom-tailored solution provided by Dell EMC can help 
take the guesswork out of the purchasing equation, which cuts down on research, trial and error time, and 
more. This frees IT staff to focus on other critical tasks while ensuring your organization gets a properly sized 
solution. By reducing the costs associated with solution acquisition and implementation, organizations can 
see a higher overall return on investment for their purchase. Buying a solution that’s too big or small could 
require additional time and effort from IT staff to get infrastructure up and running and increase the time to 
successful implementation.
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Conclusion
The right digital surveillance infrastructure may put your organization in a good position to handle the security 
issues of today and tomorrow. But reliability in surveillance infrastructure should be confirmed—you’re protecting 
your customers, employees, and inventory, among other vital elements. The Dell EMC Surveillance Validation 
Labs can help your organization choose tested and validated solutions that meet your needs. We worked with 
engineers at the labs to validate a Genetec Security Center VMS on a Dell EMC PowerEdge R740xd2 server. The 
solution proved to be reliable by meeting verification requirements in two use cases, demonstrating its reliability 
by handling the tests with no dropped frames. This validation shows that your organization can be confident 
running these Genetec Security Center VMS configurations on Dell EMC PowerEdge R740xd2 servers for a 
dependable digital infrastructure.
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We concluded our validation on December 10, 2019. The results in this report reflect configurations that we 
finalized with Dell EMC on December 10, 2019 or earlier. Unavoidably, these configurations may not represent 
the latest versions available when this report appears. 

Appendix A: Live Optics performance overview
Performance of R740xd2 solution under normal load

PERFORMANCE
OVERVIEW
PROJECT: Genetec 4VM archiver role Normal load
PREPARED FOR: Vinod Kumar, vinod.kumar7@dellteam.com
PREPARED BY: Vinod Kumar, vinod.kumar7@dellteam.com,
CREATED: 11/22/2019

Powered by Live Optics, a Dell Technology

Intro
This document is an assessment of the server and storage workloads as observed at Dell based on servers, server disk activity,

and storage capacity. The data depicted in this report may be used to make recommendations on future configurations and

solutions.

This report may be used to identify times of peak IO activity, and marks the critical 95th IOPS thresholds, a key metric used as a

baseline for sizing. This report includes details on servers, CPU and memory usage, as well as free and used storage capacities.

If you have any questions regarding the information presented in this report, please contact your Live Optics team for immediate

assistance.
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Total Combined Capacity 167.80 TB

Total Used/Free Capacity 163.32 TB / 4.48 TB

IOPS 3205 at peak, 2267 at 95%

Read/Write Ratio 92% / 8%

Average Daily Write 11.85 TB

Total Cores / Total Proces… 28 / 2

Peak Aggregate Network … 180.79 MB/s

Total Memory 254.46 GB

VM Guest Count 4

Peak page fault of 0 for server r740xd2-5.physec.gso.lab.emc.com

A peak of 11.1 (18.1%) of 61.3 NetCPU Cycles (GHz)

18% of IOPS falls on 20% of your capacity (32.66 TB)

Executive Summary
Time Recorded 23 Hour(s), 58 Minute(s), 10/23/2019 - 10/24/2019

© Copyright 2018 Dell and Certified Partner Confidential Information.

Total Local Capacity 167.80 TB

Free/Used Local Capacity 4.48 TB (3%), 163.32 TB (97%)

Disk Throughput 199 MB/s

Total Shared Capacity 0 GB

Free/Used Shared Capacity 0 GB (100%), 0 GB (0%)

Total Disks 3

Executive Storage Summary
Time Recorded 23 Hour(s), 58 Minute(s), 10/23/2019 - 10/24/2019
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Disk Throughput 199.40 MB/s

IOPS 2267 at 95%

Read/Write Ratio 92% / 8%

Total Local Capacity 167.80 TB

Free Local Capacity 4.48 TB (3%)

Used Local Capacity 163.32 TB (97%)

Average IO size Read: 15.05 KB / Write: 784.95 KB

Average Latency 1 ms Reads and 0 ms writes

Average Queue Depth 0.00

Peak/Min CPU 18% / 15%

Peak/Min Memory 185.75 GB / 185.76 GB

Peak/Min Memory In Use 68.71 GB / 68.69 GB

Individual Server Report: r740xd2-5.physec.gso.lab.emc.com

Operating System VMware ESXi 6.5.0 build-13932383

Time Recorded 23 Hour(s), 58 Minute(s), 10/23/2019 - 10/24/2019
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Operating System VMware ESXi 6.5.0 build-13932383

Total Local Capacity 216.00 GB

Free Local Capacity 99.00 GB (46%)

Used Local Capacity 117.00 GB (54%)

Disk Throughput 2.40 MB/s

Average Latency 0 ms Reads and 0.02 ms Writes

IOPS 120 at 95%, 125 at 99%, 156 at peak

Read/Write Ratio 90% / 10%

Average IO size Reads: 12.56 KB / Writes: 32.53 KB

Individual Local Disk Report: datastore1 (5)
Operating System VMware ESXi 6.5.0 build-13932383

Server Name r740xd2-5.physec.gso.lab.emc.com
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Operating System VMware ESXi 6.5.0 build-13932383

Total Local Capacity 224.00 GB

Free Local Capacity 110.00 GB (49%)

Used Local Capacity 114.00 GB (51%)

Disk Throughput 2.60 MB/s

Average Latency 0 ms Reads and 0.03 ms Writes

IOPS 85 at 95%, 122 at 99%, 155 at peak

Read/Write Ratio 88% / 12%

Average IO size Reads: 11.53 KB / Writes: 32.99 KB

Individual Local Disk Report: Datastore2
Operating System VMware ESXi 6.5.0 build-13932383

Server Name r740xd2-5.physec.gso.lab.emc.com
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Operating System VMware ESXi 6.5.0 build-13932383

Total Local Capacity 167.37 TB

Free Local Capacity 4.28 TB (3%)

Used Local Capacity 163.09 TB (97%)

Disk Throughput 196.60 MB/s

Average Latency 1.01 ms Reads and 0.21 ms Writes

IOPS 2236 at 95%, 2546 at 99%, 3091 at
peak

Read/Write Ratio 93% / 7%

Average IO size Reads: 14.90 KB / Writes: 885.33 KB

Individual Local Disk Report: Video-disk
Operating System VMware ESXi 6.5.0 build-13932383

Server Name r740xd2-5.physec.gso.lab.emc.com

© Copyright 2018 Dell and Certified Partner Confidential Information.

Servers Recorded
Server Name(s) Local Capacity Free Capacity Used Capacity IOPS Disk MB/s Read/Write Ratio

r740xd2-5.physec.gso.lab.em... 167.80 TB 4.48 TB 163.32 TB 2267 199 92% / 8%

Capacity shown only reports capacity that is local to the server. Shared Cluster Disk capacities are not shown in this table. IOPS

shown are based on the 95th percentile IOPS for the individual server. As each server's individual 95th percentile may occur at

different times than other servers, adding up the individual server 95th percentiles will not be the same as the summary

aggregate 95th percentile IOPS for the entire report. The IOPS shown include any IO to shared cluster disks.

The Read and Write ratios shown represent the ratios during the top 10% of the server's IO activity as measured by IOPS.

© Copyright 2018 Dell and Certified Partner Confidential Information.

Disks Recorded
Server Name(s) Device Name Local Capacity Free Capacity Used Capacity 95% IOPS Read/Write Ratio

r740xd2-5.physec.gso.lab.em... datastore1 (5) 216.00 GB 99.00 GB 117.00 GB 120 90% / 10%

r740xd2-5.physec.gso.lab.em... Datastore2 224.00 GB 110.00 GB 114.00 GB 85 88% / 12%

r740xd2-5.physec.gso.lab.em... Video-disk 167.37 TB 4.28 TB 163.09 TB 2236 93% / 7%

Capacity shown only reports capacity that is local to the disk. Shared Cluster Disk capacities are not shown in this table. IOPS

shown are based on the 95th percentile IOPS for the individual disk. As each disks individual 95th percentile may occur at different

times than other disks, adding up the individual disk 95th percentiles will not be the same as the summary aggregate 95th

percentile IOPS for the entire report.

© Copyright 2018 Dell and Certified Partner Confidential Information.

Definitions
CPU
The CPU shown in the individual server reports measures the utilization of the CPU as a percentage of the total available CPU
clock cycles. When shown in the aggregate summary, the CPU aggregate represents the sum of the clock cycles utilized. The
saturated core count shows the number of CPU cores that were observed to have a usage level of 90% or more during the
sampling period. This count provides insight into how your CPU workloads are distributed across all the cores. If a core is
saturated, the task that it is processing is bottlenecked on the CPU. By spreading tasks out over multiple threads (and thus
multiple cores) the bottleneck may be removed. Live Optics supports saturated core counts for Windows and Linux hosts.
Saturated core counts for other host operating systems are not supported.

IO Transfer Size
This unit of measure records the average payload size of a given set of read or write operations. The average IO transfer size
may be used to describe the nature of the IO workload and is an important factor in understanding the character of an IO
workload.

IOPS
Live Optics monitors the read and write operations at the block storage layer of the host operating system. IOPS are the Input /
Output Operations per Second performed by a physical server host or a virtual machine.

Latency
The average time required for the host to complete an IO operation is measured as its average latency. Live Optics monitors
latency at the host level. Like queue depth, the host's latency will differ from latency reported by external storage arrays, and
individual disks within RAID sets. Intermittent spikes in latency should not be a matter of concern. Also, average latency reported
in Live Optics is only accurate when the sustained IOPS are over 100 IOs per second. High latencies reported during very low
periods of IOPS should be discounted and often can be attributed to counter skew factors associated with the latency calculation.
Latency is an important factor when investigating a storage solution that is demonstrating known problems at the application
layer. Most applications will not tolerate abnormally high levels of latency on a sustained basis.

MB/s
Megabytes per second represents the average rate of read and write IO transfers in terms of payload size per second. This
measures the IO throughput of a given system and is an important factor in sizing storage network bandwidth requirements.

Memory
The memory shown in the individual server reports measures the total available (free) and used memory for the server. When
shown in the aggregate summary, the total memory shown represents the aggregate memory usage (and free memory) of all
servers in the report.

Participation
This simple chart shows the number of servers that were monitored for the given sampling period. If the connection between Live
Optics and a server was lost, the participation chart will show a drop during the period when the server was out of communication
with Live Optics.

Queue Depth (QD)
The number of outstanding IO operations that are the host is processing at any given time is the queue depth. Live Optics
monitors queue depth at the host level. Host level queue depth will differ from the queue depth reported by external storage
arrays, and individual disks within RAID sets. Storage devices tend to perform faster when queue depths are higher. However,
high queue depths can also lead to higher than acceptable latencies.

© Copyright 2018 Dell and Certified Partner Confidential Information.

Definitions Continued
Page Faults
Page Faults per Second show the rate of hard page faults that required a virtual memory page to be read from disk. High hard
page fault rates may suggest insufficient physical memory allocation to the OS and can be signs of application performance
problems.

Workload Concentration Line
Workload Concentration plots the total used capacity of the project by disk along the X-axis and the IOPS activity of each disk
along the Y-axis. The disks are sorted by IOPS with the disks with the highest IOPS being closest to the Y-axis on the left. The
vertical line drawn splits the graph into two sections, with the section on the left indicating the region that compromising 20% of
the total used capacity, and the region on the right showing the remaining 80% of the capacity. The label shows you the portion of
IOPS that fall on either region. Note: the IOPS shown are observed only at the disk scope. Live Optics does not analyze IO activity
at a block level based on the address of individual IOs on a given disk. Additional IO concentration may or may not be present at
the block level within the individual disks.

Workload Concentration Bubble
Workload Concentration plots a bubble chart of your disks and sorts them by their IO activity. The vertical placement of the bubble
represents the amount of IO. The size of each bubble is proportional to the capacity of the disk. The horizontal axis demonstrates
the total amount of IO that falls within a certain percentage of total capacity.

© Copyright 2018 Dell and Certified Partner Confidential Information.
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Performance of R740xd2 solution during simulated failure and disk rebuild

PERFORMANCE
OVERVIEW
PROJECT: Genetec 4VM archiver disk rebuild
PREPARED FOR: Vinod Kumar, vinod.kumar7@dellteam.com
PREPARED BY: Vinod Kumar, vinod.kumar7@dellteam.com,
CREATED: 11/22/2019

Powered by Live Optics, a Dell Technology

Intro
This document is an assessment of the server and storage workloads as observed at Dell based on servers, server disk activity,

and storage capacity. The data depicted in this report may be used to make recommendations on future configurations and

solutions.

This report may be used to identify times of peak IO activity, and marks the critical 95th IOPS thresholds, a key metric used as a

baseline for sizing. This report includes details on servers, CPU and memory usage, as well as free and used storage capacities.

If you have any questions regarding the information presented in this report, please contact your Live Optics team for immediate

assistance.
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Total Combined Capacity 167.80 TB

Total Used/Free Capacity 163.32 TB / 4.48 TB

IOPS 2839 at peak, 2089 at 95%

Read/Write Ratio 91% / 9%

Average Daily Write 11.85 TB

Total Cores / Total Proces… 28 / 2

Peak Aggregate Network … 179.35 MB/s

Total Memory 254.46 GB

VM Guest Count 4

Peak page fault of 0 for server r740xd2-5.physec.gso.lab.emc.com

A peak of 11.1 (18.1%) of 61.3 NetCPU Cycles (GHz)

18% of IOPS falls on 20% of your capacity (32.66 TB)

Executive Summary
Time Recorded 23 Hour(s), 58 Minute(s), 10/25/2019 - 10/26/2019
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Total Local Capacity 167.80 TB

Free/Used Local Capacity 4.48 TB (3%), 163.32 TB (97%)

Disk Throughput 193 MB/s

Total Shared Capacity 0 GB

Free/Used Shared Capacity 0 GB (100%), 0 GB (0%)

Total Disks 3

Executive Storage Summary
Time Recorded 23 Hour(s), 58 Minute(s), 10/25/2019 - 10/26/2019
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Disk Throughput 192.60 MB/s

IOPS 2089 at 95%

Read/Write Ratio 91% / 9%

Total Local Capacity 167.80 TB

Free Local Capacity 4.48 TB (3%)

Used Local Capacity 163.32 TB (97%)

Average IO size Read: 15.16 KB / Write: 785.26 KB

Average Latency 4 ms Reads and 4 ms writes

Average Queue Depth 0.00

Peak/Min CPU 18% / 12%

Peak/Min Memory 185.75 GB / 185.76 GB

Peak/Min Memory In Use 68.71 GB / 68.69 GB

Individual Server Report: r740xd2-5.physec.gso.lab.emc.com

Operating System VMware ESXi 6.5.0 build-13932383

Time Recorded 23 Hour(s), 58 Minute(s), 10/25/2019 - 10/26/2019
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Operating System VMware ESXi 6.5.0 build-13932383

Total Local Capacity 216.00 GB

Free Local Capacity 99.00 GB (46%)

Used Local Capacity 117.00 GB (54%)

Disk Throughput 4.20 MB/s

Average Latency 0 ms Reads and 0.02 ms Writes

IOPS 121 at 95%, 229 at 99%, 236 at peak

Read/Write Ratio 92% / 8%

Average IO size Reads: 12.20 KB / Writes: 32.66 KB

Individual Local Disk Report: datastore1 (5)
Operating System VMware ESXi 6.5.0 build-13932383

Server Name r740xd2-5.physec.gso.lab.emc.com
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Operating System VMware ESXi 6.5.0 build-13932383

Total Local Capacity 224.00 GB

Free Local Capacity 110.00 GB (49%)

Used Local Capacity 114.00 GB (51%)

Disk Throughput 2.50 MB/s

Average Latency 0 ms Reads and 0.04 ms Writes

IOPS 70 at 95%, 121 at 99%, 126 at peak

Read/Write Ratio 86% / 14%

Average IO size Reads: 10.88 KB / Writes: 32.45 KB

Individual Local Disk Report: Datastore2
Operating System VMware ESXi 6.5.0 build-13932383

Server Name r740xd2-5.physec.gso.lab.emc.com
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Operating System VMware ESXi 6.5.0 build-13932383

Total Local Capacity 167.37 TB

Free Local Capacity 4.28 TB (3%)

Used Local Capacity 163.09 TB (97%)

Disk Throughput 191.90 MB/s

Average Latency 3.95 ms Reads and 5.08 ms Writes

IOPS 1994 at 95%, 2342 at 99%, 2815 at
peak

Read/Write Ratio 92% / 8%

Average IO size Reads: 15.53 KB / Writes: 883.90 KB

Individual Local Disk Report: Video-disk
Operating System VMware ESXi 6.5.0 build-13932383

Server Name r740xd2-5.physec.gso.lab.emc.com
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Servers Recorded
Server Name(s) Local Capacity Free Capacity Used Capacity IOPS Disk MB/s Read/Write Ratio

r740xd2-5.physec.gso.lab.em... 167.80 TB 4.48 TB 163.32 TB 2089 193 91% / 9%

Capacity shown only reports capacity that is local to the server. Shared Cluster Disk capacities are not shown in this table. IOPS

shown are based on the 95th percentile IOPS for the individual server. As each server's individual 95th percentile may occur at

different times than other servers, adding up the individual server 95th percentiles will not be the same as the summary

aggregate 95th percentile IOPS for the entire report. The IOPS shown include any IO to shared cluster disks.

The Read and Write ratios shown represent the ratios during the top 10% of the server's IO activity as measured by IOPS.
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Disks Recorded
Server Name(s) Device Name Local Capacity Free Capacity Used Capacity 95% IOPS Read/Write Ratio

r740xd2-5.physec.gso.lab.em... datastore1 (5) 216.00 GB 99.00 GB 117.00 GB 121 92% / 8%

r740xd2-5.physec.gso.lab.em... Datastore2 224.00 GB 110.00 GB 114.00 GB 70 86% / 14%

r740xd2-5.physec.gso.lab.em... Video-disk 167.37 TB 4.28 TB 163.09 TB 1994 92% / 8%

Capacity shown only reports capacity that is local to the disk. Shared Cluster Disk capacities are not shown in this table. IOPS

shown are based on the 95th percentile IOPS for the individual disk. As each disks individual 95th percentile may occur at different

times than other disks, adding up the individual disk 95th percentiles will not be the same as the summary aggregate 95th

percentile IOPS for the entire report.
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Definitions
CPU
The CPU shown in the individual server reports measures the utilization of the CPU as a percentage of the total available CPU
clock cycles. When shown in the aggregate summary, the CPU aggregate represents the sum of the clock cycles utilized. The
saturated core count shows the number of CPU cores that were observed to have a usage level of 90% or more during the
sampling period. This count provides insight into how your CPU workloads are distributed across all the cores. If a core is
saturated, the task that it is processing is bottlenecked on the CPU. By spreading tasks out over multiple threads (and thus
multiple cores) the bottleneck may be removed. Live Optics supports saturated core counts for Windows and Linux hosts.
Saturated core counts for other host operating systems are not supported.

IO Transfer Size
This unit of measure records the average payload size of a given set of read or write operations. The average IO transfer size
may be used to describe the nature of the IO workload and is an important factor in understanding the character of an IO
workload.

IOPS
Live Optics monitors the read and write operations at the block storage layer of the host operating system. IOPS are the Input /
Output Operations per Second performed by a physical server host or a virtual machine.

Latency
The average time required for the host to complete an IO operation is measured as its average latency. Live Optics monitors
latency at the host level. Like queue depth, the host's latency will differ from latency reported by external storage arrays, and
individual disks within RAID sets. Intermittent spikes in latency should not be a matter of concern. Also, average latency reported
in Live Optics is only accurate when the sustained IOPS are over 100 IOs per second. High latencies reported during very low
periods of IOPS should be discounted and often can be attributed to counter skew factors associated with the latency calculation.
Latency is an important factor when investigating a storage solution that is demonstrating known problems at the application
layer. Most applications will not tolerate abnormally high levels of latency on a sustained basis.

MB/s
Megabytes per second represents the average rate of read and write IO transfers in terms of payload size per second. This
measures the IO throughput of a given system and is an important factor in sizing storage network bandwidth requirements.

Memory
The memory shown in the individual server reports measures the total available (free) and used memory for the server. When
shown in the aggregate summary, the total memory shown represents the aggregate memory usage (and free memory) of all
servers in the report.

Participation
This simple chart shows the number of servers that were monitored for the given sampling period. If the connection between Live
Optics and a server was lost, the participation chart will show a drop during the period when the server was out of communication
with Live Optics.

Queue Depth (QD)
The number of outstanding IO operations that are the host is processing at any given time is the queue depth. Live Optics
monitors queue depth at the host level. Host level queue depth will differ from the queue depth reported by external storage
arrays, and individual disks within RAID sets. Storage devices tend to perform faster when queue depths are higher. However,
high queue depths can also lead to higher than acceptable latencies.
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Definitions Continued
Page Faults
Page Faults per Second show the rate of hard page faults that required a virtual memory page to be read from disk. High hard
page fault rates may suggest insufficient physical memory allocation to the OS and can be signs of application performance
problems.

Workload Concentration Line
Workload Concentration plots the total used capacity of the project by disk along the X-axis and the IOPS activity of each disk
along the Y-axis. The disks are sorted by IOPS with the disks with the highest IOPS being closest to the Y-axis on the left. The
vertical line drawn splits the graph into two sections, with the section on the left indicating the region that compromising 20% of
the total used capacity, and the region on the right showing the remaining 80% of the capacity. The label shows you the portion of
IOPS that fall on either region. Note: the IOPS shown are observed only at the disk scope. Live Optics does not analyze IO activity
at a block level based on the address of individual IOs on a given disk. Additional IO concentration may or may not be present at
the block level within the individual disks.

Workload Concentration Bubble
Workload Concentration plots a bubble chart of your disks and sorts them by their IO activity. The vertical placement of the bubble
represents the amount of IO. The size of each bubble is proportional to the capacity of the disk. The horizontal axis demonstrates
the total amount of IO that falls within a certain percentage of total capacity.
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Appendix B: System configuration information

Server configuration information Dell EMC PowerEdge R740xd2

BIOS name and version Dell 1.0.2

Non-default BIOS settings N/A

Operating system name and version/build number Windows Server® 2016 Standard, Version 1607, Build 14393.2273

Date of last OS updates/patches applied 11/06/18

Power management policy Performance

Processor

Number of processors 2

Vendor and model Intel Xeon Gold 5120

Core count (per processor) 14

Core frequency (GHz) 2.20

Stepping H0

Memory module(s)

Total memory in system (GB) 256

Number of memory modules 16

Vendor and model Micron® MTA18ASF2G72PDZ-2G6E1

Size (GB) 16

Type DDR4-2400

Speed (MHz) 2,400

Speed running in the server (MHz) 2,400

Storage controller

Vendor and model Dell PERC H730P Mini

Cache size (GB) 1

Firmware version 25.5.3.0005

Driver version 6.603.6.0

Local storage (type A)

Number of drives 26

Drive vendor and model Dell ST8000NM0185 (Seagate OEM)

Drive size (GB) 8,192

Drive information (speed, interface, type) 7.2K, 12Gbps, SAS, HDD
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Server configuration information Dell EMC PowerEdge R740xd2

Local storage (type B)

Number of drives 2

Drive vendor and model Dell SSDSCKJB240G7R (Intel OEM)

Drive size (GB) 240

Drive information (speed, interface, type) 6Gbps, SATA, M.2 SSD

Network adapter

Vendor and model Broadcom® BCM57412 Dual 10G SFP+ Ethernet

Number and type of ports 2 x 10GbE

Driver version 20.8.24.0

Cooling fans

Vendor and model Nidec® UltraFlo® 4VXP3-X30

Number of cooling fans 6

Power supplies

Vendor and model Dell D1600E-S0

Number of power supplies 2

Wattage of each (W) 1,100
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Principled Technologies is a registered trademark of Principled Technologies, Inc.
All other product names are the trademarks of their respective owners.

DISCLAIMER OF WARRANTIES; LIMITATION OF LIABILITY:
Principled Technologies, Inc. has made reasonable efforts to ensure the accuracy and validity of its testing, however, Principled Technologies, Inc. specifically disclaims 
any warranty, expressed or implied, relating to the test results and analysis, their accuracy, completeness or quality, including any implied warranty of fitness for any 
particular purpose. All persons or entities relying on the results of any testing do so at their own risk, and agree that Principled Technologies, Inc., its employees and its 
subcontractors shall have no liability whatsoever from any claim of loss or damage on account of any alleged error or defect in any testing procedure or result. 

In no event shall Principled Technologies, Inc. be liable for indirect, special, incidental, or consequential damages in connection with its testing, even if advised of the 
possibility of such damages. In no event shall Principled Technologies, Inc.’s liability, including for direct damages, exceed the amounts paid in connection with Principled 
Technologies, Inc.’s testing. Customer’s sole and exclusive remedies are as set forth herein.

This project was commissioned by Dell EMC.

Principled
Technologies®

Facts matter.®Principled
Technologies®

Facts matter.®

Appendix C: How we tested
We installed BIOS and firmware updates. Dell EMC engineers configured the networking, installed the hypervisor, configured the VMs, 
deployed the software required to complete the validations, and performed the validation testing. We ensured that server performance was 
optimized during testing and reviewed raw testing results and Dell EMC Live Optics storage and server performance reports captured during 
validation testing. We cannot disclose Dell EMC proprietary processes related to this testing. 

Installing firmware updates on the PowerEdge R740xd2 server
1.	 Download all the firmware updates from the Dell EMC firmware repository.
2.	 To update the firmware on the following components, run the .exe files in this order:

a.	 Dell iDRAC
b.	 BIOS 
c.	 CPLD
d.	 OS Driver Pack 
e.	 Network firmware and drivers 

3.	 Reboot the server as required between firmware updates.

Dell EMC validates your virtualized Genetec video management system before it reaches your hands	  January 2020  |  11

http://www.principledtechnologies.com/index

