
Workload Launcher
(workloadLauncher.py)

For Each Config.json

Generate config.json 
(picking up the "default_run_config" from 
AIXPRT/Modules/Deep-Learnig/
workloads/{workloadName}/

workload_details.json)

Start 
(python3 index.py)

  
Atleast one Config json

 file is present 
(Harness/Config/ )

NO

Utility Handler 
(utility.py) 

SystemInfo.json
Generates 

benchmark_details.json

User Can manually 
add more config 

files to this 
folder

Run workloads by 
executing
"script" file 

mentioned in config, 
(pause between 

workloads if doing 
power analysis)

Is the 
workload capable

 of running with the given 
inputs (as described in 

config.json)

Yes

Workload runs 
with the given 

input parameters 

Collect 
performance 

measurments etc. 
then call Harness 
results API with 

collected 
information

Result Generator
(resultsapi.py)

Generates result.json of 
that workload

(AIXPRT/Modules/Deep-Learning/
{workloadName}/result/ )

For each
 available 
workload

Yes
No

(go to the next workload)

NO more workloads to run

ResultCollector
(Collects the result 

information from each 
workload result folder 

and generates a global 
result and deletes the 

indivudual result files)

Result_dataTime.json  
(at AIXPRT/Results/{ConfigName}/)

Exit

- Related files at 
AIXPRT/Harness

- Related files at 
AIXPRT/Modules/Deep-Learning/
workloads/commandsources/bin

-Related files at 
AIXPRT/Config

-Related files at 
AIXPRT/Results/

Application Harness Architecture


