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EXECUTIVE SUMMARY
Introduction
Virtualizing your x86 servers and desktops with VMware technologies has the
potential to make your business more agile, efficient and profitable. Mid-size business
and small-to-medium enterprises benefit most when they can host multiple, mixed
workloads within a common infrastructure — compute, storage, networking and
virtualization. To support this virtualized environment of multiple, mixed application
workloads requires:
e Consistent, predictable performance for mission and business critical
applications
e Management of resource contention amongst applications
e Responding to performance storms without impact to other applications
e Management of solution based on business priorities

e Scaling performance and capacity with no disruption to the business

Combining the NexGen N5 Hybrid Flash Array (formerly the Fusion ioControl Hybrid
Storage Appliance) and Cisco Unified Computing System™ (UCS) with VMware®
virtualization technologies (vSphere® and Horizon View) can create a solution for your
business that properly runs multiple virtualized applications, including business
applications and virtual desktops, while delivering the consistent predictable
performance needed in a cost-effective solution. In the labs at Principled Technologies,
we configured the NexGen and Cisco UCS solution to run steady state business-critical
applications, such as online transaction processing (OLTP) and Microsoft® Exchange,
with a demanding VDI workload. This reference architecture shows you how to
implement these NexGen, Cisco, and VMware components for your data center and
validates how the solution performed in our testing.

We tested the reference architecture solution by running a mixed workload
environment while conducting a 600-count boot storm, or influx of initiating VDI user
sessions. For our testing, the measure of success depended on the responsiveness of
OLTP and Exchange workloads without interruption or degradation related to I/0
contention during the most demanding conditions, such as a virtual desktop boot storm.

Objective
The objective of this reference architecture (RA) is to validate and quantify the
advantages and benefits of a solution based on a NexGen N5 Hybrid Flash Array with

Cisco UCS/Nexus Switches and VMware software for a mixed workload environment
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and how to extend storage performance without increasing spindle count or data center
footprint.

This RA also documents configuration best practices for the NexGen N5 Hybrid
Flash Array in an environment running multiple virtualized applications. For the full
report which includes detailed test infrastructure installation and deployment steps, see

www.principledtechnologies.com/NexGen/NexGen reference architecture unabridged

0315.pdf.

Audience

The intended audience of this reference architecture is IT planners and decision-
makers within medium-sized businesses and small-to-medium enterprises. Solution
architects and value-added resellers may also find this reference architecture useful in
deciding how to plan solutions for their customers. This reference architecture is not
intended to be a comprehensive guide to deployment and configuration for every

component in this solution.

SOLUTION CONSIDERATIONS

Proper design of the solution for a mixed application VMware environment is
important because the server infrastructure needs abundant resources to handle the
high density VDI user count in addition to running critical workloads, such as OLTP and
Exchange. Your infrastructure should be provisioned to handle steady-state
performance requirements along with bursts of data traffic. The shared storage needs
to support the random IOPS that result from mixed applications along with surges of 1/0
traffic, such as VDI boot storm and virus scans.

The solution needs to meet the following requirements:

e Guaranteed I/O resources to mission-critical applications
e Support for a high density of virtual desktops per server

e Consistent and predictable user performance even during peak application
workload conditions

e Simple configuration, management
e Out of the box reporting and monitoring

e Low latency and high bandwidth for clustering, provisioning, and storage

interconnect networks
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SUMMARY OF MAIN FINDINGS

We discovered multiple advantages in the reference architecture solution.

e Guaranteed I/0 performance: By implementing NexGen QoS (Quality of
Service) policies in a mixed workload environment, Cisco UCS and NexGen
N5 ensured mission-critical and business-critical storage tiers received
guaranteed I/O under the most demanding portions of the mixed workload
test. Our OLTP and Exchange workloads remained at optimum performance,
including during a 600 virtual desktop boot storm.

e Consolidation and VM density: The reference architecture solution
delivered performance without sacrificing density, supporting a mixed back-
office workload and 600 concurrent virtual desktop users without session
degradation.

e Out-of-the-box reporting and monitoring: NexGen N5 came equipped with
easy-to-use monitoring and reporting tools useful to a system

administrator.

e Simple deployment: We unboxed, cabled, and configured the management

interface of the NexGen N5 hybrid flash array in less than half an hour.

e Performance boost: The solution provided uninterrupted performance and
response times to all workloads tested. The addition of ioTurbine software
for VMware along with Fusion ioMemory within UCS added power to our
OLTP workload. This resulted in a 6X OLTP workload increase without any
performance degradation or increase in storage footprint.

e Flexible scalability: We tested with a NexGen N5-150 storage array and a
single chassis of eight UCS B-Series servers. Both solution components have
additional available resources to scale that do not require a redesign of the

solution or of the infrastructure.

SOLUTION COMPONENTS
Cisco UCS

The following Cisco components were utilized:
e Cisco UCS 6200 Series Fabric Interconnects
e Cisco UCS 2200 Series Fabric Extenders

e Cisco UCS 5108 Blade Server Chassis

e Cisco UCS B-series Blade Servers for applications and virtual desktop hosting
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Careful planning and management are required to maintain a fully redundant
network. Due to its unified fabric model, Cisco UCS is a solution that delivers automatic
network failover right out of the box—you do not need to configure any hardware or
software or purchase additional pieces.

You can manage your entire Cisco UCS infrastructure from anywhere with the
Cisco UCS Manager software, which is a highly available, single location for systems
management. UCS Manager can apply all firmware versions and updates to existing
servers, new nodes, and other hardware with the click of a mouse. Cisco UCS Manager
offers support for all current and previous generation UCS hardware models, including
both blade and rack servers.

As your network scales out, the Cisco UCS Central software consolidates all
management systems together into one dashboard. Regardless of the hardware in your
UCS deployment, you can manage it the same way from one unified interface. This lets
you optimize your infrastructure to match your workloads without sacrificing the
management capabilities of UCS Manager or adding additional management products.

The Cisco UCS chassis contains eight half-height bays in only 6U, provides up to
160 Gbps to each chassis, and is capable of providing 80 Gbps of bandwidth to any
blade. Cisco UCS allows customers to share bandwidth across the entire domain,
ensuring that servers that need the bandwidth will get it without requiring switches in
every chassis. The chassis requires no integrated switches, as switching is handled
upstream by the redundant Fabric Interconnect modules for the entire domain.

Our configuration consisted of a Cisco UCS 5108 Blade Server Chassis,
connected to a redundant pair of Fabric Interconnects, four links per fabric. This

provided 40 Gbps per fabric, for a total of 80 Gbps to the chassis.

VMware vSphere 5.1

We used the data center virtualization software VMware vSphere 5.1 in our
testing—the latest version of the application. VMware vSphere can virtualize CPU, RAM,
hard disk, and network resources for fully functional virtual desktops that can run
insulated and condensed operating systems and applications. The high-availability
features of VMware vSphere coupled with VMware Distributed Resources Scheduler
(DRS) and vMotion can allow for migration of virtual desktops from one VMware

vSphere server to another with little or no effect on end-users.
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VMware Horizon View

VMware Horizon View is a desktop virtualization solution built on and tightly
integrated with VMware vSphere. This software allows customers to extend the value of
VMware infrastructure and its enterprise-class features, such as high availability,
disaster recovery, and business continuity. VMware Horizon View includes
enhancements to the end-user experience and IT control. Support for VMware vSphere
uses the latest functions of the leading cloud infrastructure platform for highly available,
scalable, and reliable desktop services.

NexGen N5 Hybrid Flash Array
The NexGen N5 Hybrid Flash Array (see Figure 1) combines PCle flash memory
with disk. The product’s integrated storage QoS software allows you to provision,

prioritize, and control shared storage performance.

Figure 1: The NexGen N5 Hybrid Flash Array.

The NexGen N5 Hybrid Flash storage arrays are available in several base models
that differ in flash and disk capacity, all of which have the ability to add additional flash
and disk to scale performance and capacity independently of one another. All NexGen
N5 models come with software to manage and monitor the array. NexGen (Fusion-io at
the time of our testing) provided an N5-150 Hybrid Flash Array for this RA, with the

following:

e 2.4TBioMemory flash capacity and 48TB raw disk capacity
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e A wide range of software to support array specific features, including Storage
QoS, Dynamic Data Placement, Phased Data Reduction, Snapshot, and
Replication
For more information on NexGen N5 Hybrid Flash Arrays, see

nexgenstorage.com/products/.

NexGen N5 can provision and prioritize storage resources with Quality of Service
(QoS) performance policies that are grouped into three different service levels. QoS
policies are assigned to each volume independently and define minimum IOPS,
throughput and maximum latency for each application. A QoS policy is assigned to a
volume at creation and can be changed in real time as needs change. NexGen N5 QoS
was a key advantage in the deployment of the mixed workload reference architecture.
Figure 2 provides detailed information on QoS levels for the NexGen N5 array and Figure
3 shows a representative mixed workload environment in which guaranteed service

levels have been assigned.

. Bandwidth Target Latency Target
Service Level IOPS Target (MB/sec) (ms)

Policy 1 Mission-critical 75,000 750 10

Policy 2 Business-critical 30,000 375 20

Policy 3 Business-critical 15,000 150 40

Policy 4 Non-critical 7,500 75 100

Policy 5 Non-critical 1,500 37 250

Figure 2: NexGen N5 QoS policy characteristics.
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NexGen N5 quality of service
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Guaranteed
minimum
performance

Impactis prioritized

Figure 3: Guaranteed performance according to QoS service levels.

Data protection

According to NexGen, “NexGen N5 provides a number of data protection tools
built into their Hybrid Flash Array, such as snapshots, cloning, and asynchronous
replication. NexGen N5 snapshots allow for timely data backups and significantly reduce
RPO and RTO times. In addition, NexGen N5 asynchronous replication is a key
component for data migrations and business continuity solutions. NexGen N5 is
supported with major backup and recovery products, including Veeam®. NexGen is a
Veeam Technology Alliance Partner and NexGen N5 has been certified with Veeam
Backup and Replication.

“Veeam enables the Always-On Business™ by providing solutions that deliver
Availability for the Modern Data Center™. Veeam recognizes the challenges in keeping a

business up and running at all times and addresses them with solutions that provide
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high-speed recovery, data loss avoidance, verified protection, risk mitigation and
complete visibility. Veeam Backup & Replication™ leverages technologies that enable
the modern data center, including VMware vSphere, Microsoft Hyper-V, to help
organizations meet recovery time and point objectives (RTPO™), save time, mitigate
risks, and dramatically reduce capital and operational costs. Veeam Backup
Management Suite™ provides all of the benefits and features of Veeam Backup &
Replication along with advanced monitoring, reporting and capacity planning for the
backup infrastructure.

“Together, Veeam and NexGen provide a cost-effective solution using the latest
PCle-based solid-state shared storage, backup, recovery and replication technologies for
virtual workloads — guaranteeing predictable performance for business critical
applications, Quality of Service (QoS) for VM datastores and faster backup and recovery
times.”

For more information, visit go.veeam.com/fusion-and-veeam.html.

Cisco UCS Fusion ioDrive2 785GB adapter and ioTurbine caching

software’

Combining ioTurbine intelligent caching software with Fusion ioMemory on a
UCS B-series Blade Server provided a performance extension to NexGen N5 without
increasing the datacenter footprint. This extension complements NexGen N5 shared
storage performance by applying a low latency, high-performance, high-capacity read-
cache to Cisco UCS blade servers to immediately improve performance and relieve 1/0
bottlenecks to the most performance intensive application in the mixed workload. This

is an optional component that we chose to test as part of this reference architecture.

Storage management with NexGen N5 vCenter plug-in

A plug-in is available with NexGen N5 that allows VMware vCenter to manage
NexGen N5. According to NexGen, the vCenter plug-in “simplifies the provisioning and
management of NexGen N5 shared storage.” For an image of the user interface, see

Figure 4 below.

1 NexGen N5 SPX combines NexGen N5 Hybrid Flash Storage, ioTurbine for VMware, and ioMemory into a single solution sold and
supported by NexGen under a single part number. See nexgenstorage.com/resources/nexgen-n5-spx-hybrid-flash-array/.
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Figure 4: Storage management with the NexGen N5 vCenter plug-in.

WORKLOADS

For the first test, we set up a mixed workload consisting of common virtualized
business applications and VDI to run in concert over a 90-minute period. We ran OLTP
(SQL) and Microsoft LoadGen (Exchange) in a steady state condition and then kicked off
a 600 virtual desktop boot storm. After the 600 virtual desktops reached an idle state
we started the VDI workload.

For the second test, we configured ioTurbine intelligent caching software with a
Cisco UCS Fusion ioDrive2 mezzanine card to cache the SQL database volumes and
repeated the first test with a heavy OLTP workload. Specific parameters for each
workload are as follows:

Login VSI workload

We used Login VSI to measure the NexGen N5 and Cisco UCS common
virtualized business applications and VDI workload capabilities. The Medium workload is
the standard work load on the Login VSI v4 benchmark; it simulates a typical business
user’s work behavior by using productivity-related applications. We added users
incrementally every 20 seconds until all users were logged in. Login VSI measures
response time for several items, such as how long it takes to open a text file or
compress a file. These response times degrade as the number of active users attach to
the pool of desktops.
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From the response times collected, Login VSI v4 initially calculates a system
baseline called VSlbase, which determines—in milliseconds—the response time on a
system while there is little to no load. The VSlbase is later used to calculate the VSImax
v4 threshold, which is the point the system under test will be considered saturated and
subsequently degrade end-user performance and experience. Once this point of
saturation is reached, Login VSI determines the VSImax v4 result, which is the maximum
number of active sessions on a system before saturation, degrading end-user
experience. A successful test will not reach VSimax v4.

For more information, see section 1.2.2 (Workloads: Medium workload) at

www.loginvsi.com/documentation/index.php?title=All settings.

VM parameters

e 24GB master desktop image
o Virtual desktop OS: Windows 7 Enterprise edition
o 1GBRAM
o 1vCPU

e Desktop application environment
o Microsoft Office 2010
o Internet Explorer
o Adobe Reader
o Adobe Flash
o Java/FreeMind

e VMware View 4GB change disk

e About 10 to 15 IOPS per desktop at steady state, 100 percent concurrency
o Number of sessions: 600
o Launch interval: 20 seconds
o Login VSI Workload: Medium
o Number of launchers: 24

Output

e Login VSI response time, depicted in graphs (VSImax = pass/fail)
OLTP (DVD Store) workload description

To simulate an OLTP workload, we used DVD Store, which is an open-source application
that models an online DVD store where customers log in, search for titles, and purchase movies.
Higher thread count and lower think times increase CPU utilization and IOPS. For more

information on DVD Store, please see en.community.dell.com/techcenter/extras/w/wiki/dvd-

store.aspx.
Medium OLTP (no ioTurbine)
Testing parameters
e Database size: 20 GB
e Number of databases: one per VM
e Number of threads per VM: 12
NexGen Storage Virtualization Reference Architecture: A Principled Technologies reference architecture 12
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e Actual test run time: 90 minutes

e Think time: 100 milliseconds

e Warm-up time: 15 minutes

e Ramp rate: 10 minutes
Additional VM parameters

e See Figure 32 for VM parameters
e Each SQL VM was built on a single VMDK file with volume segregation
e Each SQL VM was configured as per best practices (C:\binaries, E:\SQL
Database, L:\SQL Logs)
e ioTurbine was configured to utilize guest-based caching
e ioTurbine guest-based caching was applied to the E:\ drive on each of the
four VMs, which contains both the 50 GB test database plus the tempdb
database
e ioTurbine guest caching was not applied to the SQL .|df files in the L:\ drive
Output
e Orders per minute (OPM)
Heavy OLTP (with ioTurbine)

The medium OLTP workload was repeated with the think time reduced to Oms.

Exchange (Microsoft LoadGen)

The Microsoft Load Generator 2010 (LoadGen) benchmark performs tasks to
simulate a typical user generating mail activity on Microsoft Exchange Server 2010. We
divided our users into four mailbox databases, each with 100 users, for a total of 400
users/mailboxes. We ensured that performance was within acceptable RPC average
latency thresholds. For more information on Microsoft Load Generator 2010, please see
www.microsoft.com/downloads/details.aspx?Familyld=DDEC1642-F6E3-4D66-A82F-
8D3062C6FA98&displaylang=en.

Parameters

e Simulation: Two days
e Time: 90-minute duration
e 100 users per database (400 total)
e Client: Outlook 2007 Online
e Action profile: Outlook_200
e Mailbox profile: 100 MB
VM parameters

e See Figure 32 for VM parameters
Output

e RPC latency?

2 Microsoft states that successful testing requires RPC latency to remain below 50 ms. For more information, see
technet.microsoft.com/en-us/library/bb508871(v=exchg.80).aspx.
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SOLUTION ARCHITECTURE

Figure 5 presents an overview of the components from our solution and how

they connected to one another.

Management
network

U4 A
//
NexGen N5 Hybrid Flash Array 4

|

Nexus 501 Peerlink Nexus 5010
= — DSEREIERE ;W LT e D RN N ¢ [
s il - ||
UCS 6248UP (Fabric A) UCS 6248UP (Fabric B)
UCS 5108 Blade Chassis
| | o Q 2
'
® ® L]
- E,'
®, o LA
M 1Gbps
M 10Gbps

Figure 5: Overview of solution components.

We installed and configured VMware vSphere 5.1 on all eight of the servers. The
three infrastructure servers were Cisco B200 M2 blades and the remaining five
application servers were Cisco B200 M3 blades. In the SQL/Exchange host c1-s7, we
installed one Cisco UCS Fusion ioDrive2 mezzanine card. Figure 6 details configuration

for each server.
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Server Memory .
Model Processors Adaptors Functional role
name (GB)
Infral Cisco B200 M2 | Intel Xeon X5670 96 M171KR-Q QlLogic CNA Infrastructure host
Infra2 Cisco B200 M2 | Intel Xeon X5670 96 M171KR-Q QlLogic CNA Infrastructure host
Infra3 Cisco B200 M2 | Intel Xeon X5670 96 M171KR-Q QlLogic CNA Infrastructure host
cl-s4 Cisco B200 M3 | Intel Xeon E5-2690 256 Cisco UCS VIC 1240 VDI host
cl-s5 Cisco B200 M3 | Intel Xeon E5-2690 256 Cisco UCS VIC 1240 VDI host
cl-s6 Cisco B200 M3 | Intel Xeon E5-2690 256 Cisco UCS VIC 1240 VDI host
) Cisco UCS VIC 1240, FIO SQL and Exchange
cl-s7 Cisco B200 M3 | Intel Xeon E5-2690 256
ioDrive2 host
cl-s8 Cisco B200 M3 | Intel Xeon E5-2690 256 Cisco UCS VIC 1240 VDI host

Figure 6: Detailed server configuration.

Setting up NexGen N5

We powered on NexGen N5 and connected a notebook to the management
network interface on storage processor A. The factory default address is
192.168.100.100/24. After logging on, we edited the iSCSI and management addresses.

Figure 7 shows the NexGen user interface (Ul) as we configured network information.
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Figure 7: Locating system network interface and addresses with the NexGen N5 Ul.
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Figure 8 shows where the specific network configuration occurs in the NexGen

N5 User Interface.
Edit Metwork Interface Configuration

Modify Network Configuration

Storage Processor A
Name Slot 2 Port 1
Mode | Static

Address | 192.163.0.100 =/
E

Mask 2552552550

Gateway

Frame Size[ 2000

Default Gateway
MAC 00:25:90:c9:e8:95
Save Config Changes

Validate Configuration
Address

Frame Size 3000

Fing Address

Figure 8: Editing network interface configuration with NexGen N5 Ul.

We then connected the four 10Gbps links to our Cisco Nexus 5010 Switches and

two 1Gbps RJ-45 uplinks to our management network.

Provisioning storage

NexGen N5 hosted all workload VM datastores and we sized each virtual
desktop LUN as per VMware best practices.> We started by classifying our applications
as Mission-Critical, Business-Critical and Non-Critical based on NexGen QoS guaranteed
minimum IOPS, throughput, and not-to-exceed latency policy values. Based on a typical
mixed-workload business infrastructure, we assigned Microsoft SQL and 150 high-end
VDI users as Mission-Critical, Microsoft Exchange and 300 mid-range VDI users as
Business-Critical and remaining 150 VDI users as Non-Critical. We provisioned LUNs with

the NexGen N5 GUI. See Figure 9 for detailed storage information.

3 www.vmware.com/files/pdf/view/Server-Storage-Sizing-Guide-Windows-7-TN.pdf
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RS |6 Host access Polic Hosting role Storage
Name (GB) y & processor
exchanse | 450 | eLsy Business-critical: 30,000 IOPS, 375 t‘;i:fne”e A
& MB/sec bandwidth, 20ms latency 8
Servers
Mission-critical: 75,000 IOPS, 750 OLTP SQL
DVD-5QL | 500 | cl-s7 MB/sec bandwidth, 10ms latency servers A
VDT-A 400 cl-s4, c1-s5, MISSIOH-CrItlca|.: 75,000 IOPS, 750 150 virtual B
cl-s6, c1-s8 | MB/sec bandwidth, 10ms latency desktops
VDT-B 400 c1-s4, c1-s5, | Business-critical: 39,000 I0OPS, 150 virtual B
cl-s6, c1-s8 | 375MB/Sec bandwidth, 20ms latency | desktops
VDT-C 400 c1-s4, c1-s5, | Business-critical: 39,000 I0OPS, 150 virtual B
cl-s6, c1-s8 | 375MB/Sec bandwidth, 20ms latency | desktops
VDT D 400 cl-s4, c1-s5, Non—cr!tlcal: 7,500 IOPS, 75MB/sec 150 virtual A
- c1-s6, c1-s8 | bandwidth, 100ms latency desktops
Test harness
NASO1 1TB | Infral-3 N/A datastore, N/A
generic NAS

Figure 9: Detailed storage configuration.

We configured LUNS, assigned QoS policies, and configured iSCSI access policies
in the NexGen N5 Ul. Figure 10 shows LUN configuration with NexGen N5.

ioControl Provision

Mission Critical Business Critical MNon Critical
Policy 1 E el Policy 2 E o) Policy 4 Ee3
. DWVD-SQL, 500.00GE ' Exchange, 450.00GB . wDT-d, 400.00GB
. vDT-a, 400.00GE . vDT-b, 400.00GB Policy 5 [

. vDT-c, 400.00GE

Policy 3 e

Figure 10: Configuring LUNs with the NexGen N5 UL.
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Figure 11 shows configured access groups with NexGen N5.

ioControl Settings

4 | System Info | Ewvent Log | Host Access Groups | Long Running Tasks | Network Addressing | MNetwork Services | Powe p | =

System Host Access Groups

| Create New Host Access Group ]

1- 5 of 5 items 10 | 25 | 50 | 100 | AN 1

Mame

[Vewniap | s | [ et |
saL [ewmen) (Eox) (oeer]
[Vewniap | [Eat| [ et |
Allow Access View Map Edit Delete
Deny Access View Map Edit Delete

Figure 11: Configuring storage host access groups with NexGen N5 Ul.

Figure 12 shows how we configured initiators in a storage access group.

»
X

Modify Host Access Group

Group Name |DT hosts x
Initiator List ign.1998-01.com.vmware: |¥|
iqn_1998-01_com vmware: |§|
iqn._1998-01_com vmware: |§|
iqn.1993-01.com.vmware: |§|
| Aad nitator

|, Update Group |

L

Figure 12: NexGen N5 GUI: Storage host access groups

Setting up the host network and storage adaptor

Each Cisco UCS B200 M3 server has two 20Gbps vNICs; one 20Gbps link is on
Fabric A and the other is connected to Fabric B. We set up a VMware VMKernel
interface on each fabric to ensure redundancy and multipathing across both fabrics. To
accomplish this, we needed to specify the override vSwitch setting and specifically bind
iSCSl-a to vNICO, and iSCSI-B to vNIC1. We set up Jumbo frames on both vNICs and
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tested connectivity. Figure 13 shows how we accessed the VMware host network

configuration with the UI.

View: |vSphere Standard Switch vSphere Distributed 5witch|

Networking
Standard Switch: vSwitchd Remove... Properties...
irbual Machinz Port Group — - Phiyzical Adaptars
2 public-net & o BB vmnicl 20000 Full §3
Virtual Machine Port Group i«.@ vmnicl 20000 Full G3
L3 priv-net Q_«w
VLAN ID: 100

VMkarnel Port
L1 mgmt-if @ o
vmk3 : 172.16.0.4 | VLAN ID: 100

WMkzrmeal Port

L iscsi-b ﬁn«w
ymk2 @ 192,168.0.69 | VLAN ID: 200
VMkarmel Port

[ iscsi-a ﬁ*ﬂ'

vmkl : 192.168.0.68 | VLAN ID: 200

Figure 13: Configuring VMware host network.

Figures 14 and 15 show where we configured the iSCSI settings.

|"__,J iscsi-a Properties

General | 1P Settings | Security | Traffic Shaping | NIC Teaming |

—Port Properties
MNetwork Label: Iiscsi—a
YLAN ID (Optional): |zun |
vMotion: ™ Enabled
Fault Tolerance Logging: ™ Enabled
Management Traffic: ™ Enabled
iSCSI Port Binding: ¥ Enzbled
—MIC Settings
MTL: IEII]DI] 3:

Figure 14: Configuring iSCSI-a with the VMKernel interface.
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|"17,J iscsi-b Properties

General | IF Settings I Security I Traffic Shaping | MIC Teaming

—Port Properties
Metwork Label; Iiscsi-l:u
VLAN ID (Optional): |zn|:| |
vMotion: ™ Enabled
Fault Tolerance Logging: ™ Enabled
Management Traffic: ™ Enabled
i5CSI Port Binding: ¥ Enabled
—MIC Settings
MTL: I'EIEIEIEI 3:

Figure 15: Configuring iSCSI-b with the VMKernel interface.

Figure 16 and 17 show where to override NIC teaming for iSCSI-a and iSCSI-b.

|'E iscsi-a Properties E |

" General I IP Settings I Security I Traffic Shapin

—Policy Exceptions

Load Balancing: I IRc-ute based on the originating virtual port ID ;I
Metwork Failover Detection: I ILink status only ;I
Motify Switches: I I'T'Es ;I
Failbacdk: I I'T'Es ;I

er Order:
( [+ ovylerride switch failover order:
active and standby adapters for this port group. In a failover situation, standby
adapters activate in the order specified below.

Marme | Speed | Metworks | Mave lp I
Active Adapters :

B9 vmnic0 20000 Full 10.41.2.1-10.41.2.254, 172.16.0.8... V9= Uiy
Standby Adapters

Unused Adapters

BR vmnict 20000 Full 10.41.2.1-10.41.2.254, 172.16.0.5...

Figure 16: Overriding NIC teaming for iSCSI-a.
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|"17,J iscsi-b Properties

General | IP Settings | Security | Traffic Shapi

— Policy Exceptions

Load Balandng: | IRDutE based on the originating virtual port ID ll

Metwork Failover Detection: I ILink status only LI

Motify Switches: r I'T'Es ;I

Failback: I I'T'Es ll
er Order:

( ¥ oyerride switch failover order:

active and standby adapters for this port group. In a failover situation, standby
adapters activate in the order specified below,

Mame |Speed |Netw-:urk5 | Mowve Up |
Active Adapters :

EJ vmnicl 20000 Full 10.41.2.1-10.41.2.254, 172,16.0.8... Move Dove
Sstandby Adapters

Unused Adapters

BB vmnico 20000 Full 10.41.2.1-10.41.2.254, 172.16.0.8...

Figure 17: Overriding NIC teaming for iSCSI-b.

Figure 18 shows the VMKernel port bindings with the host iSCSI Initiator

interface.

|J-_-T,J i5CSI Initiator (wvmhba32) Properties

‘General Metwork Configuration |D1fnamic Discovery | Static Discovery |

WMkernel Port Bindings:
Part Group + | WMkernel Adapter | Port Group Palicy | Path Status
B iscsi-a(vSwitchd) vmkl & Compliant § Active
B  iscsi-b (vSwitchd) vmk2 @& Compliant @ Active
1| | i
Add... | Remove |
WiMkernel Port Binding Details:

Figure 18: Using the host iSCSI Initiator interface to confirm VMKernel port binding.
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Figure 19 shows how we discovered iSCSI targets with the host iSCSI Initiator.

|J--_T,J iSCSI Initiator (vmhba32) Properties

" General I Metwork Configuration  Dynamic Discovery | Static Discovery I
Send Targets
Discover i5CSI targets dynamically from the following locations (IPv4, IPvE, host name):

12251 Server Locatian |
192.168.0.100:3260
192.168.0.101:3260
192.168.0.102:3260
192.168.0.103:3260

Figure 19: Using the host iSCSI Initiator to discover NexGen targets.

Each LUN was attached to VMWare hosts. We changed the default path
selection from default fixed to round robin, enabling all four 10Gbps interfaces on the
array to be utilized. Figure 20 shows where to manage the paths in host datastore

properties with the VMKernel interface.

|J-_T,J Exchange Properties E1
Volume Properties
—General Format
Datastore Mame:  Exchange Rename... File System: VMFS 5.58
Total Capadty: 449,75 GB Increase... Sl Teie EELTE
_— Block Size: 1MB

—Storage IfO Control

" Enabled Advanced...
Extents Extent Device
A VWMFS file system can span multiple hard disk partitions, or The extent selected on the left resides on the LUM or physical
extents, to create a single logical volume. disk described below.
Extent | Capaciky | Device Capacity
NexGen iSCSIDisk (naa.6f49461705581384... 450.00 GB MexGen iSCSI Disk (naa.6f4946... 450.00 GB
Primary Partitions Capadity
1. VMF5 450.00 GB

Refresh Manage Paths...

Close I Help |

Figure 20: Managing paths in host datastore properties.
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Figure 21 shows where to select the path setting.

|J-_-T,J NexGen iSCSI Disk (naa.6f494617055813880304d754cb12e8b7) Manage Paths

—Palicy — —
Path Selection: IRound Robin (VMware) j hange
Storage Array Type: VMW _SATP_ALLUA

—Paths
Runtime Mame Target LU | Status e | Preferred | -
vmhba32:C0:T1:L0  ign.2010-11.com.nexgenstorage:Exchange:b6de27840.. 0 & Active (If0) |
vmhba32:C1:T1:l0  ign.2010-1l.com.nexgenstorage:Exchange:b6de2784H-0.. 0 & Active (If0)
vmhba32:C6:T1:L0  ign.2010-11.com.nexgenstorage:Bxchange:b6de27840.. 0 @ Active (IfO)
vmhba32:C7:T1:l0  ign.2010-1l.com.nexgenstorage:Exchange:b6de2784-0.. 0 & Active (If0)
vmhba32:C2:T1:L0  ign.2010-11.com.nexgenstorage:Exchange:b6de27840.. 0 @ Active
vmhba32:C3:T1:L0  ign.2010-11.com.nexgenstorage:Bxchange:b6de27840.. 0 & Active
vmhba32:C4:T1:L0  ign.2010-11.com.nexgenstorage:Exchange:b6de27840.. 0 @ Active

Refresh

i,

Figure 21: Selecting the multipath policy in host datastore properties.

Setting up ioTurbine

ioTurbine has two components: the ioSphere management appliance and a
Fusion ioDrive2 mezzanine card. By using the PCl-e flash memory as a read cache,
ioTurbine enabled our solution to handle large I/O demands without taxing the shared
storage. The cache can be configured for the entire ESXi host or at the guest level. As
Figure 22 shows, we enabled the cache at the guest level and instructed it to cache only

the database volume (E:\) for each SQL server in our testing.

Infrastructure host C1-S7

ioTurbine/ loSphere ioTurbine
management caching software
appliance

Figure 22: ioTurbine overview.
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We installed the ioDrive2 mezzanine card into server c1-s7, which was the SQL
and Exchange host. The ioTurbine management server is a virtual appliance that is
deployed on an infrastructure ESXi host and managed by vCenter. The management
server is deployed into the VMware environment as an OVA file. See the full report for
detailed test infrastructure installation and deployment steps.*

Figure 23 shows how to register vCenter in ioSphere.

-
‘:A- T E=rlheaermees 4 AR fm

REFORTS

VCENTER SERVER

Configure the vCenter server connection parameters.

APPLICATION

Server: e vCeNter
REMOTE ACCESS

Secure connection:
REMOTE ACCESS KEY

Username: sl domain\administrator
AGENTS

Password: m————l ssssssese
DATABASE

Register |

4 VCENTER SERVER

LABELS

SAVED SEARCHES

USERS
LOCAL ACCOUNTS

IDENTITY PROVIDERS

Figure 23: Registering vCenter in ioSphere.

Figure 24 shows where to find the ioSphere tab in vCenter.

4 www.principledtechnologies.com/NexGen/NexGen reference architecture unabridged 0315.pdf
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veenter. lbsen.ocal

[y New Datacenter

gl infra

Fflj taunchers

gl vo1

B [ [c1-s7.ibsen.local
th exchol
Gh exchoz
Gh excho3
Eh exchod
T sqlo1
I sqio2
s sglo3
3 sqloa

c1-s7.ibsen Jocal VMware ESXi, 5.1.0, 1612806

:Allocation | Performance | Configuration | Tasks & Events | Alarms | Permissions | Maps | Storage viiws |[EEELELE ek Hi rdware Status | Update Manager
IBESENVADMINISTRATOR | HELP

gal, s e

c1-s7.ibsen.local

c¢1-s7.ibsen.local CONFIGURE

1243D007C

Update Host Software More Actions
»Basic
»Cache Manage Caching

sLicenses Add License

Figure 24: Locating the ioSphere tab for vCenter.

Figures 25 and 26 show how we enacted a low-level format with ioSphere.

< P oo S TR

c1-s7

c1-s7.ibsen.local / CONFIGURE

.

1249D007C

Settings

iollemory Alias:
Device Status:
Swap Support:
Beacon:

vFirmware Update Firmware

VSL Driver Version:

Firmware Version:

1249D007C  Change
Attached Detach

Disabled
Off Enable

326
7.1.15 (110356)

vLow-Level Formatting Low-Level Reformat

Low Level Formatting:
Total Factory Capacity:

Format Capacity:
Sector Size:

Factory Capacity
785 GB (731.088 GiB)
100% factory capadity
785,000,000,000 bytes
512 bytes

Figure 25: Selecting the low level reformat option in ioSphere.
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LOW-LEVEL FORMAT X CLOSE

(1 Device)

FORMATTING

Write Performance

|Fact0ry Capacity

Capacity
This option provides the factory capacity for the device. (100%)
SECTOR SIZE:
512bytes
DEVICES

Format ioMemory PCI Address Current Formatting = New Formatting
1243D007C  81:00.0 785 GB 785 GB (100%)

C Format Devices } Cancel

Figure 26: Performing a low-level format.

Figures 27 and 28 show how we enabled guest-based caching.

v+ P oo SO SR

CONFIGUR

c¢1-s7.ibsen.local

c1-s7.ibsen.local CONFIGURE

1249D007C
Update Host Software.  More Actions
¥ Basic
Host Name: c¢1-s7.ibsen.local
Agent Status: &9 Online

IP Address: 172.16.0.4
0S8 VMkernel 5.1.0

v Caclfe Manage Caching

Figure 27: Locating the cache setings in vSphere.

Caching Version: 2.1.3.177
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Select up to 8 cache devices:
Path Vendor Device Model Capacity

wmfs/device... Fusion-io Block device 785 GB

[»

~mfs/device.. DGC LUNZ 0GB
Nmfsidevice.. LSl MRSASRoMB-4i 298999 GB
Nmfsidevice.. DGC VRAID 107.374 GB b

P\
]I:II:II:I'IEID

~mfsidevice...  NexGen TierStora 483.184 GB -

Total Capacity: 785 GB

Mumber of cache devices: 1
Select VMs to cache:
ache all VMs using host-based caching
et custom cache settings
Edit All VIs Edit reboot settings for all
VI Caching Method Caching Selection | Reboot Now |
sqIuz Guest-based Lache All ] N
sqlo3 Guest-based Cache All
exch03 Host-based Cache All TIA
sql04 Guest-based Cache All
exch04 Host-based Cache All MIA
sql01 | ~| Cache All MIA —
» -

Mo Caching
Host-based |
Guest-based ~Ance!

Figure 28: Choosing the correct options to enable guest-based caching.

Figure 29 shows where we entered guest credentials. This action is required to
enable guest-based caching.

ENTER GUEST CREDENTIALS

Guest credentials are required to configure guest-based caching. These credentials will not be stored.

VI User Name Password

sql02 |administratnr ||u|u|u
sql03 |administratnr ||u|u|u
sql04 |administratnr ||u|u|u
sql01 |administratnr ||u|u|u

Cancel

Figure 29: Entering guest credentials to enable guest-based caching in ioSphere.
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Figure 30 shows where to change cache settings.

sqloz
Summary ' Resource Allocation | Performance | Tasks &Events | Alarms  Console | Permissions ' Maps Storage Vicws u; date Manager

i  Chhere

sqlo2

INFORMATION

vCache

Caching Status: Enabled {Caching) Disable
Guest Caching Priority:  Medium Change
caching Selection: Cache All
Current Capacity: 196.23 GB
Guest Software Version: 2.1.3.177 Update

Figure 30: Editing cache information in ioSphere.

Figure 31 shows how we changed the cache volume.

CHANGE CACHING SELECTION X CLOSE

5102

Select items to cache:

O Cache all volumes
Set custom cache settings

Volumes Disks Files

Volume

C:\49.66 GB NTFS
EA3570GB NTFS
L\ 44.30 GB NTFS

O m @O

Cancel

Figure 31: Changing the cache volume in ioSphere.
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Virtual machine architecture

We installed all of our VMs on a flat network. We installed all of our
infrastructure VMs on generic NAS and they were hosted on a separate infrastructure
server. Figure 32 shows detailed information of the VMs.

/ 44 / 4 [/ 4
H B E

DC1 vCenter Composer
! 4 /4
E E view001 (x600)
View SQL
Infrastructure Virtual Desktops
[ [ /o

VSI_Share  LO1 (x24)
/ A4 / 4

SQL (x4) EXCH (x4)

LGCO1  DVDS-C (x2)

Test harness Applications

Figure 32: Detailed VM information and locations.

VALIDATION AND TEST RESULTS

Test scenario 1 — NexGen N5 supporting all application workloads

e SQL/OLTP: Medium—about 6,500 OPM
e LoadGen/Exchange profile: Outlook 200

e VDI: 600 users, boot storm and Login VSI Medium workload (with flash),
benchmark mode

Test scenario 1 showed that the four VDI servers and one ESXi server hosting
OLTP and Exchange workloads pushed I/O requirements to burst over 20,000 IOPS and
sustained a peak of over 6,000 IOPS. Storage response time remained low in spite of the
demand placed on the array by the UCS Blade Intel E5-2690 processors. There was no
I/O contention detected between the three workloads as VSImax was not reached on
the virtual desktop workload, RPC latency was low on the Exchange workload, and
operations per minute (OPM) was consistent for our SQL workload. Figure 34 shows the
system total for read/write IOPS.
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System total:
Read/write IOPS (10/sec)

25,000
o £ o
20000 2 ] >
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© = Qo
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o
10,000
5,000
0
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Time (hours:minutes)

Figure 33: Test scenario 1: 1/0 footprint. The boot storm completed in about five
minutes.

Figure 34 shows the system total read/write response time.

System Total:
Read/write response time (ms)
50
45 = —
w0 S o g
35 E &a c
© = [eT]
0= 3 5
25 oD
20
15
10
c ; I ANW\WVW
0
00 d < N O M O O N 1N 0O d N 0 JA < NO MM O OO n W O N
N &N AN MmO NN S TN N N OO0 O H e H A NN AN
S S 8 & &8 S8 S S S S 8 S S A H H H A e H H A
Time (hours:minutes)

Figure 34: In test scenario 1, /O response time remained low through all phases of
testing.

Figure 35 shows the overall average OPM. The SQL server was not in contention

for 1/0 and OPM remained flat throughout all testing.
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OPM overall average
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Figure 35: Test scenario 1: OLTP OPM.

Figure 36 shows the average Exchange RPC latency. At no point in testing did
RPC latency reflect 1/0 contention. Note: Microsoft guidance states that anything less
than 50ms is acceptable RPC latency.

Average Exchange RPC latency

50
45 € =
s S 2
a0 2 o >
e 2} C
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o
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Figure 36: Test scenario 1: LoadGen RPC latency.

Looking at IOPS and response time from within the NexGen N5 interface shows
the additional IOPS being generated during VDI boot storm and the ability of the
NexGen QoS engine to manage I/O prioritization for all three service levels. Figure 37

shows the IOPS and Figure 38 shows the associated response times.
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System System Total IOPS Read + Write Last Hour 'l:l'

30,000 Warm up
='§ § 20,000 Boot storm
l—: 2 1000 Login Vs

- 0
- %:35 %40 545 %50 %55 10:00 10:05 10:10 10:15 10:20 10:25 -
Time {mins)
Max: 26507 Average: 4527 44 Average Block Size: 18.87 K Average Response Time: 2.53
System System Total IOPS Histogram Read + Write Last Hour 'l:l'
2,000
_ @
1= 5-3 1,000
[ S M—— ._-_-_—-
— ! w —- ] + ] o 3 T o hl_, w - [ N v
= = ® ® ® ® 3§ F5 & z 2 gz = =5 =5 z
Block Sizes
Max: 1145 Average Block Size: 1887 K
Service Level Mizsion Critical 10PS Read + Write Last Hour 'l:l'

20,000
U= § 0,000
I

- 0
- %35 3:40 545 350 HES 10:00 10:05 10:10 10:15 10:20 10:25 -
Time {ming)
Max: 10969 Average: 281524 Average Block Size: 22 20 K Average Response Time: 167
Service Level Business Critical 10FPS Read + Write Last Hour i:l'
20,000
- g 9
—E g 10,000
= 'E - -
- 9:35 5:40 545 50 55 10:00 10:05 10:10 10:15 10:20 10:25 -
Time {ming)
Max: 12545 Average: 1178 69 Average Block Size: 13.66 K Average Response Time: 625
Sernvice Level Mon Critical 10PS Read + Write Last Hour 'l:l'
6,000
1= g <
l—E S 2,000
- 0 lr.o. T
- %35 3:40 945 250 55 10:00 10:05 10:10 10:15 10:20 10:25 -
Time {mins)
Max: 5513 Average: 52958 Average Block Size: 12 49 K Average Response Time: 630
Figure 37: NexGen N5 interface showing IOPS generated during testing.
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Figure 38: NexGen N5 interface showing response times during testing.
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Figure 39 shows Login VSI v4 output. At 600 users, VSImax was not reached. The
increase in response times was due to processor saturation. Figure 40 shows processor
utilization on host c1-s4 throughout the testing.
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Figure 39: Test scenario 1: Login VSI v4 output.
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Figure 40: C1-S4 VDI processor utilization throughout the test.
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Summary of test scenario 1

As evidenced by the test results outlined above, in spite of a heavy mixed
workload that taxed our infrastructure, NexGen N5 demonstrated its ability to support
multiple high performance applications by utilizing real time data placement along with
QoS policies to guarantee predictable performance levels.

Test scenario 2 — Scaling performance with zero footprint with Cisco

UCS Fusion ioDrive 2 and ioTurbine caching software for VMware
e SQL/OLTP: Heavy—35,000 to 40,000 OPM

e LoadGen/Exchange profile: Outlook_200

e VDI: 600 users, boot storm and login VSI medium workload (with flash),
benchmark mode

e joTurbine: Guest-based cache enabled

Test scenario 2 showed that, similar to test scenario 1, the four VDI servers and
one ESXi server hosting OLTP and Exchange workloads pushed 1/0 requirements to burst
over 20,000 IOPS and pushed a sustained peak of over 7,000 IOPS. The difference in this
test came when ioTurbine was enabled and serviced about 10,000 IOPS on average,
with bursts into the 15,000 IOPS range and allowing for an increase of 40,000 OPM.
Storage response time again remained low. There was no I/O contention detected
between the three workloads as VSImax was not reached on the virtual desktop
workload. RPC latency was low on the Exchange workload and OPM was consistent for

our SQL workload. Figure 41 shows the system total read/write IOPS for test scenario 2.
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Figure 41: Test scenario 2: 1/0 footprint. The boot storm completed in about five
minutes.

Figure 42 shows the read cache serviced as many as 17,000 read operations per
second (OPS).
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Figure 42: Test scenario 2: ioTurbine.

Figure 43 shows the system total read/write response time for test scenario 2.
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Figure 43: Test scenario 2: 1/0 footprint. The boot storm completed in about five minutes.

Figure 44 shows the OPM overall average in test scenario 2. The SQL workload

was not in contention for I/O and OPM remained flat throughout all testing.
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Figure 44: Test scenario 2: OLTP OPM.

Figure 45 shows the average Exchange RPC latency in test scenario 2. At no
point in testing did RPC latency reflect I/0O contention. Note: Microsoft guidance states

that anything less than 50ms is acceptable RPC latency.
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Figure 45: Test scenario 2: LoadGen RPC latency.

Looking at IOPS from within the NexGen N5 interface shows only a minor
increase in Mission Critical IOPS serviced by NexGen, in addition to again demonstrating
the 10 prioritization managed by the NexGen QoS engine (see Figure 46).
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Figure 46: NexGen N5 interface showing IOPS generated during testing.
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Figure 47 shows the Login VSI v4 output. At 600 users, VSImax was not reached.
The increase in response times was due to processor saturation.
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Figure 47: Test scenario 2: Login VSI v4 output.

Summary of test scenario 2

As can be seen from the test results, utilizing the ioDrive2 and ioTurbine
software along with NexGen N5 increased application performance while adding no
additional footprint to the reference architecture. This resulted in a SQL OPM increase
over six times the OPM from test scenario 1 with no performance degradation, while at
the same time resulting in only a small increase in NexGen N5 Mission-critical array
IOPS.

Using the NexGen N5 user interface

The NexGen N5 Ul let us view and record both real time and historical statistics
on the NexGen array throughout all testing. We could view statistics as they pertain to
QoS policy, storage processor, or the latency on SAS disk drives versus flash memory.
Figure 48 shows the main dashboard, which provides an overview of the state of the

appliance, and Figure 49 provides a view into the monitoring interface.
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Figure 48: The NexGen N5 Dashboard.
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Figure 49: NexGen N5 Monitoring.
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SUMMING IT ALL UP

In our testing, NexGen N5, Cisco UCS, and VMware technologies created a high-
performance, easy-to-configure and manage solution that could handle a demanding
mixed application environment consisting of common virtualized business applications
and VDI. By prioritizing performance resources with NexGen QoS service levels and
policies, we demonstrated that mission-critical and business-critical applications will run
at optimum performance levels in a 600 virtual desktop boot storm, or an OLTP heavy-
workload use case. By adding ioTurbine software and Cisco Fusion ioDrive2 into the UCS
Blade Server, we further extended OLTP performance with no additional solution
footprint. With the NexGen N5 Ul and ioSphere Ul integration with vCenter Server, you
can manage all aspects of storage, both NexGen N5 and UCS-side Fusion ioDrive flash,
from within vCenter console. NexGen N5 Hybrid Flash Storage and Cisco UCS is a strong
solution to meet today’s demanding mixed workloads in your VMware virtualized data

center.
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APPENDIX A — DETAILED SYSTEM CONFIGURATION

Figure 50 shows the detailed information of the servers we used in testing.

System Cisco UCS B200 M3 server Cisco UCS B200 M2 server
General

Number of processor packages 2 2

Number of cores per processor 8 6

Number of hardware threads per ) 5

core

System power management policy OS Control OS Control

CPUs

Vendor Intel Intel

Name Xeon Xeon

Model number E5-2690 X5670

Stepping 6 co

Socket type LGA2011 LGA 1366

Core frequency (GHz) 2.90 2.93

Bus frequency 8.0GT/s 6.4

L1 cache 32KB+32KB 32 KB+ 32 KB (per core)

L2 cache 256 KB (per core) 256 KB (per core)

L3 cache 20 MB 12 MB

Platform

Vendor and model number Cisco UCS B200 M3 Cisco UCS B200 M2 Blade Server
Motherboard model number Cisco FCH153271DA N20-B6625-1

BIOS name and version glzsggms.z.l.1a.o.121720121447 Cisco $5500.2.1.1.0.1005201213338
BIOS settings Default Default

Memory module(s)

Total RAM in system (GB) 256 96

Vendor and model number Samsung M393B2G70BHO-YKO Samsung M393B5170FHO-YH9
Type PC3L-12800R DDR3 PC3-10600

Speed (MHz) 1,600 1,333

Speed running in the system (MHz) 1,333 1,333

Size (GB) 16 8

Number of RAM module(s) 16 12

Chip organization Double-sided Double-sided

Rank Dual Dual

Hard disk

Vendor and model number Seagate ST9146803SS Seagate ST9146803SS

Number of disks in system 2 2

Size (GB) 146 146

RPM 15,000 10,000

Type SAS SAS
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System

Cisco UCS B200 M3 server

Cisco UCS B200 M2 server

RAID controller

Vendor and model

LSI MegaRAID SAS 2004

LSI Logic® SAS 1064E

Controller firmware

20.10.1-0100

01.32.04.00

Operating system

Name VMware vSphere 5 VMware ESXi 5.1 | VMware vSphere 5.1
Build number 1612806 1612806
Language English English

Operating system power profile

Maximum Performance

Maximum Performance

Adaptor(s)

Vendor and model number

Cisco UCSB-MLOM-40G-01

UCS M71KR-Q Qlogic® Converged

Network Adapter
Type mLOM mLOM
Vendor and model number Fusion 10 iodrive2, 768 GB N/A
Type Mezzanine N/A

Figure 50: Detailed configuration information for the servers.

Figure 51 shows detailed information for the storage we used in testing.

Storage array

NexGen N5-150 Hybrid Flash Array

Firmware revision

Model NexGen N5-150
Part Number XN50-2448-11E
ioMemory Capacity 2400 GB

Storage Processors Dual Active-Active
RAM 48 GB

Network Interfaces

Data (4) 10GbE + (8) 1 GbE, Management : (4) 1GbE

Storage Protocol iSCSI

Management HTTP

Power 11.5 AMP
Dimensions 5.2"x17.2" x 25.5"
Weight 75 lbs

Tray 1

Number of disks 16

Disk vendor and model number Toshiba MG0O3SCA300
Disk size (GB) 37TB

Disk buffer size (MB) 64

Disk RPM 7200

Disk type SAS-2, 6 Gbps
Firmware revision 0108 Rev al
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Storage array

NexGen N5-150 Hybrid Flash Array

PCle card ioDrive Il
Model Fusion ioDrive Il
Interface PCle

Figure 51: Detailed configuration information for the storage array.
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APPENDIX B — DETAILED VIRTUAL MACHINE CONFIGURATION

Figure 53 shows the detailed information of the virtual machine we used in testing.

Mem | vDisk
VM name Qty 0s Role Host(s) LUN | vCPUs (GB) (GB)
DC1 1 Windows 2008 R2 | Active Directory, DNS, DHCP | Infral-3 | NASO1 2 4 100
VSI_Share 1 Windows 2008 R2 | Login VSl share Infral-3 | NASO1 2 2 100
loSphere 1 | Virtual appliance | FUsion ioMemory mgmt. Infral-3 | NASO1 2 4 60
VM server
vCenter 1 Windows 2008 R2 | VMware vCenter Infral-3 | NASO1 2 8 100
Composer 1 Windows 2008 R2 | VMware Composer Infral-3 | NASO1 2 2 100
View 1 Windows 2008 R2 | VMware View server Infral-3 | NASO1 2 4 100
saL 1 | Windows 2008 R2 Zﬁfvffr’ and Composer DB || o1 3 | naso1 2 4 100
LO1-124 24 Windows 7 (x64) | Login VSI Launcher Infral-3 | NASO1 2 8 40
LGCO1 1 \ZA(/)TSOWS Server | . change client Infral-3 | NASO1 1 4 40
DVDS-C1,2 | 2 \ZA(/)TSOWS Server | 5L7p clients Infral-3 | NASO1 2 4 40
g&wom_ 600 Windows 7 (x86) | VMware Virtual Desktop c1-s5-8 \éDT A- 1 1 24

Windows Server DVD-

SQL01-04 4 5012 OLTP, SQL server cl-s4 saL 4 12 130
EXC01-04 4 \2/\(/)|{1;ows Server LoadGen Exchange server cl-s4 gzchan 4 4 90

Figure 53: Detailed information for our virtual machines.
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