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INTRODUCTION

When considering a highly available solution for your business’ communications
needs, choosing a Dell architecture solution over a traditional hardware combination of
servers, networking, and storage can save your IT administrator lots of configuration
and management time. A Dell converged infrastructure solution can offer small
businesses and remote offices performance, scalability, and streamlined management.

These features keep important communications workloads running for your business.

In this guide, we take you through the simple, straightforward process of setting
up a highly available Microsoft Lync Server 2013 environment on a Dell solution
consisting of the following hardware:

e 1 Dell PowerEdge™ M1000e blade enclosure

e 2 Dell PowerEdge M620 blade servers

e 1 Dell EqualLogic™ PS-M4110 blade storage array

e 4 Dell PowerConnect™ M8024-k 10GbE switch modules

We set up this environment in our labs, and we provide each step we took along
with any best practices we recommend. First, read more about the components of the

Dell solution. Then, continue on for an overview of how to configure a Microsoft Lync

Server 2013 environment (for detailed steps, see the corresponding appendices).

ABOUT THE COMPONENTS
About the Dell PowerEdge M1000e blade enclosure

The Dell PowerEdge M1000e blade chassis and its supported fabric
interconnects are designed for dense computing situations. Features of the PowerEdge
M1000e include:

e Management. Reduces administrative demand by providing a secure
centralized management interface for the chassis and blades within,
using proven Web (SSL-encrypted) and CLI (SSH/Telnet) technologies.

e Simplified configuration. The Chassis Management Controller allows
administrators to control up to nine enclosures and 144 server blades,
including BIOS/firmware change management and updates, thermal
monitoring, and power threshold configuration.

e Flexible 1/0. Six interconnect sockets with the capability to support
three fully redundant fabrics, a passive midplane with more than 8 Thps
in 1/0 bandwidth capacity, and FlexIO support provide a number of
connectivity options for your servers.

e Reliability and efficiency. Six power supplies and nine fans, all hot-
swappable, allowing for no-downtime maintenance of key chassis
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components. All components are tuned for maximum power efficiency
to reduce datacenter power consumption.
For more information about the Dell PowerEdge M1000e Blade Enclosure, visit
www.dell.com/us/enterprise/p/poweredge-m1000e/pd.

About the Dell PowerEdge M620 server nodes

The Dell PowerEdge M620 has features optimized for performance, density, and
energy efficiency.

e Processors. The Dell PowerEdge M620 is powered by two Intel® Xeon®
E5-2600-series processors, which incorporate the very latest in
processor technology from Intel. The powerful processors provide the
performance you need for your essential mainstream tasks. The Intel
Xeon E5-2600-series processor gives you up to eight cores per processor
or up to 16 cores per server.

e Memory. The Dell PowerEdge M620 holds up to 768GB DDR3 RAM (up
to 1600 MHz) across 24 DIMM slots per server node.

e Management. The Dell PowerEdge M620, like all late-model Dell
servers, comes with the Dell Lifecycle Controller. This tool simplifies
server management by providing a single interface for management
functions and by storing critical system information in the system itself.
There are no CDs or USB keys to monitor for drivers or firmware.

About the Intel Xeon processor E5 family

The new Intel Xeon processor E5 family, which comes standard in new Dell
PowerEdge servers, incorporates innovative technology and features to meet the
computing demands of the present and future. The Intel Xeon processor E5 family
delivers intelligent and adaptive performance using such features as Intel Turbo Boost
Technology 2.0, Intel Advanced Vector Extension, Intel Integrated 1/0, and Intel Data
Direct I/O Technology. These new processors also feature Intel Trusted Execution
Technology (Intel TXT) and utilize Intel Advance Encryption Standard New Instructions
(Intel AES-NI) to help keep your data safe.

For more information about the Intel Xeon processor E5 family, visit

www.intel.com.

About the Dell EqualLogic PS-M4110 blade array

The Dell EqualLogic PS-M4110 is an enterprise-class storage array designed to
install directly into a blade chassis. Simple integration with Dell PowerEdge M-series
servers and switches in the PowerEdge M1000e chassis allows for a full-featured, single-

chassis solution without external dependencies. The PS-M4410 features a full suite of
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enterprise-class management tools and features, including EqualLogic array firmware,

SAN Headquarters, and Host Integration Tools.

About Microsoft Windows Server 2012

Windows Server® 2012, the latest release of this server OS from Microsoft®,
includes many new features and enhancements. According to Microsoft, Windows
Server 2012 focuses on four core areas:

e Beyond virtualization. Windows Server 2012 provides a robust and
dynamic virtualization platform through Hyper-V®, and includes new
features that provide flexible options for delivering cloud services.

e The power of many servers, the simplicity of one. Windows Server
2012 offers features that allow for high availability and ease of
management for multiple-server infrastructures.

e Every app, any cloud. Windows Server 2012 delivers a scalable and
flexible Web and application platform by providing a consistent and
open set of tools and frameworks that apply to applications on
premises, in the cloud, or in a hybrid environment.

e Modern work style, enabled. Microsoft Windows Server 2012
empowers users and IT staff with remote access to data, applications,
and simpler management tools while strengthening security and
compliance.

About Microsoft Lync Server 2013

Microsoft Lync Server 2013 is a unified communications platform that lets users
communicate securely and stay connected with colleagues and customers, from
virtually wherever they chose to work.

Lync connects people on Windows 8 and other operating systems including
mobile devices, as part of their everyday productivity experience. Lync provides a
consistent, single-client experience for presence, instant messaging, voice, video, and
meetings. Users can switch among devices as they choose based on their needs. Lync
offers familiar and consistent user experience across PC, phone, browser, and tablets.

To learn more about Microsoft Lync Server 2013, visit office.microsoft.com/en-

us/lync/.
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WE SHOW YOU HOW — INSTALLING LYNC SERVER
2013 ON DELL ARCHITECTURE

This guide walks you through deploying virtualized instances of Microsoft Lync
Server 2013 onto a Windows Server 2012 Hyper-V® Failover Cluster. We recommend
this configuration as it takes advantage of both guest-level and application-level high
availability features. This guide is intended for a business with approximately 500-1000
users that uses Lync Server 2013 Standard Edition. For more information on sizing and

capacity planning, see http://technet.microsoft.com/en-us/library/gg615015.aspx.

We first show you how to create a Hyper-V® Failover Cluster on two Dell
PowerEdge M620 nodes running Windows Server 2012, using the Dell Equallogic PS-
M4110 blade storage to host the shared data. We then detail how to configure a highly
available Lync Server 2013 Standard Edition environment consisting of three virtual
machines: a pair of Lync Server 2013 Standard Edition Front End VMs, and a file server
to handle quorum witness and topology information. Under this configuration, in the
event that the server node hosting the primary Lync Server 2013 Front End VM goes
offline, the secondary Front End VM will provide automatic failover of voice features
without interruption to any participants, and any non-voice features can either be failed
over manually on the application level, or will resume function as soon as the downed
VM reboots on the other server node via Windows Server 2012 and Hyper-V failover

clustering.
Existing infrastructure

This guide assumes a pre-existing infrastructure that contains an Active
Directory® Domain Controller, DNS server, and an Active Directory Certificate Authority.
Further information can be found at the following links:

e Active Directory Domain Services: technet.microsoft.com/en-
us/library/hh831484.aspx

e Active Directory Certificate Services: technet.microsoft.com/en-
us/library/hh831740.aspx

e Certificate requirements: technet.microsoft.com/en-
us/library/gg398066.aspx

Installing the hardware

Before beginning this section, install the blade enclosure into a rack near
sufficient 240V power outlets. Additionally, each Dell PowerEdge M620 will need a
mezzanine NIC card (an Intel X520 10GbE in our tests). For detailed steps, see Appendix
A.
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Provide a DHCP-enabled network connection to both Chassis Management
Controller (CMC) modules on the back of the enclosure. If not using DHCP, provide the
CMC with a static IP address using the front control panel.

1. Ensure that the mezzanine cards to be used for iSCSI traffic are installed into
Slot B on each Dell PowerEdge M620 blade server, and insert the blades into the
front of the enclosure. We placed the blade servers into slots 1 and 2.

2. Insert the Dell EquallLogic PS-M4110 blade storage into slots 3 and 4 on the front

of the enclosure.

3. Insert two of the Dell PowerConnect M8024-k 10Gb Ethernet switch modules
into slots A1 and A2 on the back of the enclosure.

4. Insert the remaining two Dell PowerConnect M8024-k 10Gb Ethernet switch

modules into slots B1 and B2 on the back of the enclosure.

5. Provide domain-connected 10Gb network connections to port 20 (or an
available port other than ports 17 and 18) on the M8024-k modules in slots Al
and A2.

6. Provide two 10Gb connections between the M8024-k modules in Al and A2,
using ports 17 and 18 on each. It is a best practice to cross the cables, i.e.,
connect port 17 in slot Al to port 18 in slot A2, and vice versa.

7. Repeat step 6 for the M8024-k modules in slots B1 and B2.

8. Power on the enclosure.

Networking overview

This deployment requires three networks. The first is a domain-connected
network, which connects to the external Active Directory domain controller and other
existing infrastructure. The second is a Live Migration network, which comprises only
the two clustered servers and allows VMs to move from one node to another with no
downtime. The third is an iSCSI network, which connects to the PS-M4110 storage array
and allows the storage to be shared across the servers. It is a best practice to isolate
traffic from these networks. In our setup, we had two dual-port NICs in each blade: one
of these is integrated and corresponds with fabric A, and the other is a mezzanine card
configured to correspond with fabric B. We assigned a port from the integrated NIC for
the domain-connected network, and the other port for Live Migration traffic. We
isolated these networks by using different subnets and configuring tagged VLAN traffic
for the Live Migration network. We used the mezzanine cards and fabric B for a

dedicated iSCSI network. Figure 1 shows the sample IP scheme we used.
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Server NIC IP Address Traffic type VLAN ID

1 192.168.1.51 Domain 0 (untagged)

2 192.168.20.51 Live Migration 20
ServerNodel 3 192.168.10.51 iSCS| 0

4 192.168.10.53 iSCSI 0

1 192.168.1.52 Domain 0

2 192.168.20.52 Live Migration 20
ServerNode2 3 192.168.10.52 iSCS| 0

4 192.168.10.54 iSCSI 0
ADServer 1 192.168.1.1 Domain 0
Clusterl 1 192.168.1.70 Domain 0
PS-M4110 Group 1 192.168.10.60 iSCSI 0
PS-M4110 Member 1 192.168.10.61 iSCSI 0
First Front End VM 1 192.168.1.11 Domain 0
Second Front End VM 1 192.168.1.12 Domain 0
File Server VM 1 192.168.1.15 Domain 0

Figure 1: Network configuration for failover clustering.

Configuring the PowerConnect modules

1.

2.

Use Internet Explorer to access the CMC. The default username is root and the

default password is calvin. Note that you may want to modify the default

credentials for security reasons.

Access the I/0 Module GUI for the M8024-k module in Al and log in with the

same credentials.

Under System->Stack Management->Stack Port Summary, edit ports 0/17 and

0/18 so that they are used for stacking instead of Ethernet (Figure 2).

Configuring a highly available Microsoft Lync Server 2013
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Support | About | Log Out
System Stack Port Summary
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B Logs Unit Interface ety el Link Status (Gbis) Edit
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Diagnostics 1 o7 Stack  [v] Stack Link Up 10 v
Management Security 1 018 Stack [v] Stack Link Up 10 )
SNMP .
File Management 1 019 Ethemet[V] Ethernet Link Down 10 O
B Stack Management -
th t il
Uit Canfiguration 1 020 Ethemet[v] Ethernet Link Down Unknown O
Stack Summary 1 " Ethemet[V] Ethemnet Link Down 10 O
Stack Firmware Synchronization
Supported Switches 1 172 Ethemnet[V] Ethernet Link Down 10 O
Stack Port Summary 1 13 Ethemet[V] Etheret Link Down 10 O
Stack Port Counters
Stack Port Diagnostics 1 1/4 Ethernet ﬂ Ethernet Link Down 10 O
NSF Summary
Checkpoint Statistics 2 o7 Stack [v] Stack Link Up 10 O
sFlow 2 ons Stack_[V] Stack Link Up 10 O
Email Alerts
1SDP 2 019 Ethemet[ V] Ethernet Link Down Unknown O
iscs!
Operationial Moide: 2 0720 Ethemet[V] Ethernet Link Down Unknown O
Captive Portal 2 11 Ethemet[V/] Ethernet Link Down 10 O
Switching
Routing 2 12 Ethemet[V] Ethernet Link Down 10 O
Bl StatisticsRMON .
B statis e 2 113 Ethemet[V] Ethernet Link Down 10 0 v

Figure 2: Configuring the M8024-k stacking ports.

4. After clicking Apply, click Save. This will allow these settings to persist in the
event of a switch reboot.

5. Repeat steps 2 through 4 for the M8024-k module in A2. The switches will now
be stacked and will function as one unit.

6. Repeat steps 2 through 5 for the M8024-k modules in B1 and B2.
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Isolating the Live Migration network

1. Access the I/0 Module GUI for the M8024-k in slot A1, and navigate to
Switching—>VLAN->Port Settings.

2. For Unit 1, Port Te1/0/1, use the Port VLAN Mode drop-down menu to select
Trunk (see Figure 3). Click Apply.

e g@ nitpy//10412.133/cell loc O ~ B & (@] Tech-MkE2 YO Modul... | E System : Port Settin..

OPENMANAGE™ SWITCH ADMINISTRATOR

Port Settings

Detail  Show All

Port Settings: Detail H®c 2?2 N

Ports Unit[1[v]Port[Tetor [v]

Port VLAN Mode Trunk [v]

PVID 1 (110 4093)

Frame Type [Admit All I~
Ingress Fittering Enable [v]

Port Priority [] Qto7)

|_Apply.

Figure 3: Configuring the M8024-k ports for VLAN traffic.

3. Click Save.

4. For Unit 1, Port Te1/0/2, use the Port VLAN Mode drop-down menu to select
Trunk. Click Apply.

5. Click Save.
Configuring the PS-M4110 networking
1. From the CMC, select SLOT-03, and click Configure Array.

2. Enter member and group networking information and credentials (Figure 4).
Use Fabric B.
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Tech-Mkt-2
PowerEdge M1000e
root, Administrator

Bl Chassis Overview
Chassis Controller
B Server Overview
1 SLOT-01
2 SLOT-02
3 SLOT-03
A Extension of 3

B /0 Module Overview
X1 Gigabit Ethernet
X Gigabit Ethernet

CHASSIS MANAGEMENT CONTROLLER

Properties Setup Power

Status

Configure Array

Array Configuration
Attribute
Member Name
Member IP
Member Netmask
Member Gateway
Use Existing Group
Group Name:
Group IP Address

Group Membership Management Password

Confirm Group Membership Management
Password

Group Administration (grpadmin) Password

Support | About | Log Out

SM4110-1

92.168.10.61

55.255.255.0

192.168.10.60

P =ETx

20 10 GbE KR
EA 10 GbE KR
c1 Password

5
o o ] — Rl o
e 08 5
2 o
S 2

Confirm Group Administration (grpadmin)

c2
Fans

iKVM Storage Network Settings
Power Supplies

Attribute Value
Temperature Sensors

Selected Fabric Fabric-B| v

Figure 4: Configuring the PS-M4110 networking.

Note: With this configuration, the iSCSI subnet will also be used for
management of the PS-M4110. To separate management and iSCSI network
traffic, it is possible to set up management access through the CMC to Ethernet
port 1 on the PS-M4110. Further information can be found in Setting up a
Dedicated Management Port (page 46) in the Dell EqualLogic PS-M4110 Blade

Storage Arrays Installation Guide."

3. Click Apply.
Configuring the PowerEdge M620 blade servers

For more detailed steps, see Appendix B.

1. Connect a monitor, mouse, and keyboard to the KVM module on the back or the
front of the M1000e.

2. Press the Ctrl key twice rapidly to access the KVM menu and select the desired
blade.

! Access to the guide requires an Equallogic support account (this comes included with your Dell EquallLogic array). The direct link to
this page is https://eqlsupport.dell.com/support/download file.aspx?id=1648&langtype=1033
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3. Attach an external DVD drive with the Windows Server 2012 installation media
to the desired blade.

4. Power on the blade server, and install Windows Server 2012 Datacenter Edition
with a GUI. Repeat for the other blade server.

5. Assign static IP addresses to the blade server NICs. In our setup, we used the
first port on the onboard NIC for domain-connected network traffic and the
second port for Live Migration. Ensure that the ports used for Live Migration
have a VLAN ID and are on a separate subnet from the domain. We used both
ports on the mezzanine card for iSCSI.

6. Join the M620 blades to the domain.
7. Add the MPIO feature to both blades.
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Configuring the PS-M4110 storage
For more detailed steps, see Appendix C.
1. From one of the M620 blades, use Internet Explorer® to navigate to the group IP
address. Log in with the credentials supplied earlier.
2. Under Members, right-click the PS-M4110 to access the initial configuration
wizard.
3. Configure the PS-M4110 with a RAID policy and initial RAID capacity appropriate

to your organization (Figure 5).

D - B 0 || %2 ps6rp-1 - Equallogic PS Se. ‘ ‘

e ’T-'-‘_. http://192.168.10.60/

Group PSGRP-1

£7 Group PSGRP-1 >
4 Group Configuration Group Information

@ storage Pools ElGroup PSGRP1 = General Settings Volumes: 0 Snapshots: 0 Collecti¢

&3 Members Group name: PSGRP-1 Online: 0 Online: 0 Volume ¢

i) PSM4T10-1 Getting Started IP address: 182.168.10.60 In use: 0 Inuse: 0 Snapshol

- Custom s

Configure member
Step 2 - RAID Configuration

ey After selecting a RAID policy, you can
O rap 50 change i only in certain cases as folows: B

@ Ran 10 RAD 10 to RAD 50, RAD &
Onans RAID 50 to RAD &

RAID & cannot be converted

More information on choosing & RAID polcy.
Initial RAID capacity s
(3) immediately expand group capacity
(O Wat until the member storage intialization completes

igured)
RAID 10 =
[ cwm | tew |
o e e o)

[estmoted reespace [0 ows] 52176
= =
Bow :
B volumes
5 Replication
(2% Wonitoring

L]

Tools A5 o A1 %o ‘ Operations 7 0

Figure 5: Configuring the PS-M4110 RAID policy.

4. Create volumes based on your organizational needs (Figure 6). For this guide,
you will require at least two volumes: one for Quorum and one for storing the
VMs'’ virtual hard drives. In our setup, we created these volumes with the

following sizes:
e Quorum, 10 GB
e VHDs,2TB
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() Ng access. N
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[] Limt access by PP address (asterisks alowed):

Limit access to iSCS initiator name:

[1an.1981-05.commicrosottnode1 test ncal | _

Access type

(@ setread-write () Set read-only Firmware

Ajlow simultangous connections from inftiators with different QNS

Ine VE.0.0 (R259485)
Allows only if your environment can safely handle mulliple initiators accessing the target

=
G
S oo -

B volumes
5 Replication
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®= 0 [ 7

Figure 6: Creating a volume on the PS-M4110.

Operations

5. Provide access to each volume for both host server (Dell PowerEdge M620)
IQNs (Figures 7 and 8).
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iSCSI Initiator Properties -
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I custom Snapshot Collections ® Selutiine @ Add [ Modity 9% Delete

@ Setaccess tvpe [appies o [crar user [P agaress. iscsi nitator

@ Deete volume 2 volume & snapshots . * ian.1991-05.com.microsoftnode1 t...

@ Convertto template

@ llove volume

F Create access control record -

older

@ love to folder Access control record

Access

O e secess (] Authenticate using CHAP user name:

Snapshots

@ liooify snapshot seftings. (] Limé access by [P address (asterisks alowed):

@ Create snapshot
@ Restore volume

(|| @ Delete snapshots imit access fo iSCS! infiafor name:
"l | schedules [ian. 1991-05.com microso tnode test local
@ Create sehedule
Replication Appiy to
@ Configure replication. (3 Volume & snapshots (O Volume only () Snapshots only
SyncRep

@ Confiqure SvncRep

__ coess control record
— Appied to: volume & snapshots
= 6roup (CHAP authentication: Not set
P address: ot configured
B voumes Initiator: iqn.1981-05.com microsoftnoded test local
&5 Repiication
£ wonitoring

Tools

Figure 8: Providing multiple IQNs access to a volume.
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Configuring the volumes in the OS

1. Use iSCSI Initiator to connect each M620 to the volumes. Ensure that multi-

pathing is enabled.

2. Use Disk Management to bring the disks online and initialize them to create
MBR partitions.

3. Create volumes on the disks but do not assign drive letters (Figure 9).

Disk Management

on View  Help
m Ho DS 8

Tioout  [Type  [Fiesymtem [Statn | Copocty
E Banc | NTFS Heakhy (5. 2323768

Assign Drive Letter or Path
For sasier access. you can assign 3 dive lefteror e Dath 10 your pattn,

Lan the folowny deve e
Mourt i the folowng emoty NTFS folder

® Dot ase

mm Windows Server2012

a2 el “BEG g

Figure 9: Preparing the volumes for cluster shared storage.

4. Once the volumes are configured on one M620, bringing them online on the

second M620 will carry the settings over.

Creating the failover cluster

For more detailed steps, see Appendix D.
1. Use Server Manager to install the Failover Cluster feature on both M620s, and

restart them.

2. From one of the M620s, which we will refer to as a node, open Failover Cluster
Manager and validate the configuration (Figure 10). In the report, ensure that

the iSCSI volumes show up under List Potential Cluster Disks.
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- | O -
@@LQL CAUsers\administrator. TESTVAppI © = C || & Failover Cluster Validation .. | o A
M -
Failover Cluster Validation Report
Node: Nodel.test.local Validated
Node: Node2.test.local Validated
Started 6/17/2013 10:10:36 PM
Completed 6/17/2013 10:16:52 PM
The Validate a Configuration Wizard must be run after any change is made to the configuration of the cluster or hardware. For more information, see
http://go.microsoft.com/fwlink/p/?LinkId=226879.
Results by Category
Name Result Summary Description
7L
Inventory E) Success
7L
Network E) Success
7L
Storage E) Success
System Confiquration = Success
o
-
“'Inventory
Name Result Description
List BIOS Information _‘:ﬂ Success
List Environment Variables E) Success
List Fibre Channel Host Bus Adapters _‘:@ Success
List iSCSI Host Bus Adapters = Y Success
ﬂg\ >
List Memory Information J:;.. Success
>

Figure 10: Successful cluster validation check.

3. Create the cluster, adding all available storage.

4. Download and install Update for Windows Server 2012 (KB2803748), a hotfix to
prevent Microsoft Management Console crashes in Failover Cluster Manager
from http://www.microsoft.com/en-us/download/details.aspx?id=36468.

5. Restart both nodes.

Configuring the failover cluster
1. Verify the network properties for each network in Failover Cluster Manager, and
ensure that the iSCSI network is not used for cluster traffic.

2. Use the Live Migration settings to assign the appropriate network you will use
for this purpose.

3. Set the Quorum disk to be used as the disk witness for quorum. This may have
been set automatically. If not, use the following steps:

a. Click More Actions—>Configure Cluster Quorum Settings.

b. Click Next.
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c. Select Advanced quorum configuration and witness selection, and click
Next.

d. Select All nodes, and click Next.

e. Leave the Allow cluster to dynamically manage the assignment of node

votes checkbox checked, and click Next.
f. Select Configure a disk witness, and click Next.
g. Select the disk to be used for quorum, and click Next.
Click Next.
i. Click Finish.
4. Make the disk designated for VHDs into a Cluster Shared Volume.

5. Install Dell Host Integration Tools 4.5.0 onto both blades. Enable all features
during installation.

6. Adjust the MPIO settings in Auto-Snapshot Manager to remove any subnets not
being used for iSCSI (Figure 11).

i) Dell Equallegic Auto-Snapshot Manager E@
File  View Launch Customize Help
4= Back = o Add Hosts ([~ . Collect Logs

= node1 Running MultiPath Status -
+.J EqualLegic MPIO is installed. EHCM Service is running.
Fail Over Policy | — MPI0 Connections o
© Least Queus Depth {Recommended) /| Use MPIO for snapshots
|_/Round Robin Max Sessions Per entire Volume 63
() Fail Qver Only Max Sessions Per Volume Slice 2%
Network Configuration L7
(0] Use IPv4 Exclude New Subnets
Use IPv6 Minimum Adapter Speed 1Gbps =
Hetwork Connections o
B MPIO Settings Included Description Action
b 1192,168.10.0/24 tIncluded by Subnet Exclude
Excluded Description Action
» 10.41.0.0/21 Exduded by Subnet Indude
» fed0:: /i A A Disabled by IP Version selection.
» 192,168.1.0/24 Exduded by Subnet Indude
E
T E Hosts (1)
Settings 1 Host selected Reset to Default || Discard Save
| @ 0Errors~ f& 1Warning -
Figure 11: Excluding subnets from iSCSI traffic.
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Creating the VMs

1. Install the Hyper-V role on both nodes. Do not configure a virtual switch or live
migration. Set the default stores to use the VHDs’ cluster shared volume. The

default path for shared cluster storage is C:\ClusterStorage.

2. Create an external virtual switch on each node using a domain-connected NIC

adapter (Figure 12). These switches must have exactly the same name between

nodes.
=k Virtual Switch Manager for NODE2 = || = -
% _Virtual Switches oty Virtual Switch Properties
A New virtual network switch
o'y Domai Name:
Broadcom BCM57810 1 Domain

% Global Network Settings

Motes:

[l MAC Address Range

i

00-15-5D-04-34-00 to 00-15-5D-0... ~

Connection type
What do you want to connect this virtual switch to?

(®) External network:

|Eroadcom BCM57210 NetXtreme IT 10 GigE (NDIS VBD Client) #129 ]

Allow management operating system to share this network adapter

() Internal network

O private network

VLAN ID

["] Enable virtual LAN identification for management operating system

Remove

-t}. SR-IOV can only be configured when the virtual switch is created. An external
virtual switch with SR-IOV enabled cannot be converted to an internal or private
switch.

Figure 12: Creating the virtual switches.

3. Use Failover Cluster Manager to create three VMs (Figure 13; you can find
further information on Lync Server 2013 hardware requirements at
technet.microsoft.com/en-us/library/gg398438.aspx):

e LSFEO1 on Node 1. This will be the primary Front End.
e LSFEO2 on Node 2. This will be the backup Front End.

e LSFS on any node. This will be the file server and quorum witness.
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= Failover Cluster Manager -|8] x
File Action View Help

«=s #m B=

& Failover Cluster Manager Roles (0) Actions
4 i85 Clusterl testlocal —
: [ Roles Search - || Queries ~[Id ~[iv]] | Roles -
= %9 Configure Role...
b ‘gl Nodes Mame Status Type Owner Node Friority % d
b e Storage Virtual Machines... 4
b 3 Networks New Virtual Machine >
] Cluster Events B B Create Empty Role
Select the target cluster node for Virtual Machine creation. View 4
Look for: |G Refresh
B e
Cluster nodes:
MName Status
5 Nodel ® up
o Nodez ® up

New Virtual Machine...: In progress...

Figure 13: Creating a VM in Failover Cluster Manager.

4. Install Windows Server 2012 Datacenter Edition with a GUl on each VM.
5. Connect the virtual switch to each VM.
6. Connect the VMs to the domain.
Creating the Lync Server file shares
On the file server VM, create two directories (one for each Front End) on the C:\
drive and allow read and write access to the following groups (Figure 14):
e RTCComponentUniversalServices
e RTCHSUniversalServices
e RTCUniversalConfigReplicator

e RTCUniversalServerAdmins
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Local Disk (C:)

Share View

v @

LyncShare1 Properties

© - 4 |Ea » Computer » Local Disk (C)

-
Mame Date modified -
General | Sharing | Securty | Previous Versions | Customize |

0 Favorites
B Desktop
& Downleads

Perflogs
Network File and Folder Sharing

Prograr Files
Program Files (x86) 7/28, 30 1
Network Path

LyncShare 1
Shared

] Recent places
Users
Windows
LyncSharel

4 Libraries
[F Documents
rJ'- Music
[E=| Pictures
E Videos

| 2 File Sharing

Choose people on your network to share with

L
=l Computer Type a name and then click Add, or click the arrow to find someane.

€ Netwark
v

Permission Level
Read/Write v
Owner
Read/Write v
Read/Write v
Read/Write v
Read/Write v

Name

2 Administrator

2 Administratars

2 RTCComponentUniversalServices
2 RTCHSUniversalServices

2 RTCUniversalCanfigReplicatar
2 RTCUniversalServerAdmins

Gitems  1item selected

I'm having trouble sharing

Civel <o e Lalacenter

Build 9200

WVITIUUWS O

Z14PM
6/19/2013

=T (- [l

Figure 14: Creating the first file share. Repeat for LyncShare2.

Preparing the Active Directory for Lync

For more detailed steps, see Appendix E.

1. Use the Lync Server 2013 setup GUI to prepare the schema, forest, and domain

(Figure 15).
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Recycle Bin

Lync Server 2013 - Deployment Wizard

. Prepare Active Directory for Lync Server

!

These tasks prepare Active Directory for your Lync Server installation.

Deploy > Active Directory Preparation

Step 1:

Step 2:
Manual

Step 4:
Manual

Prepare Schema
Run once per deployment. Extends the schema for Lync Server.

Prerequisites b

Help »

Verify Replication of Schema Partition
Verify that the schema partition has been replicated before preparing the forest.

Help »

Prepare Current Forest
Run once per deployment. Creates global settings and universal groups for Lync Server server compeonents.

Naot Available: The schema must be prepared before you can prepare the forest.
Prerequisites b
Help »

Verify Replication of Global Catalog

Verify that settings in the global catalog have been replicated before preparing a domain.

Help »

Prepare Current Domain
Run once per Lync Server user or server domain. Sets access control entries (ACEs) for Lync Server universal

Windows Server 2012 Datacenter
Build 9200

) 3% G g

Figure 15: Preparing the Active Directory for Lync.

2. Use Active Directory Users and Computers to make the user account you plan to

use for managing Lync a member of the CSAdministrator and

RTCUniversalServerAdmins groups.

Using DNS Manager, create a new Service Location record with the following

properties (Figure 16; Use your own Front End FQDN):

Service: sipinternaltls

Protocol: _tcp

e Port Number: 5061

e Host offering this service: LSFEO1.test.local
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= DNS Manager
File Action View Help
o HEXE G FIEENE]

MName Timestam

= _msdcs
I Global Logs | _sites
a4 [ Forward Lookup Zones 7 tep
b (o] _msdestestlocal
4 2] testlocal

—‘ -msdes | ForestD

sites .
- §:| (same a| Select a resource record type: ...  static

I

3

b - 't:: é:l (same a Route Throuih iE -~ static

E —| _udp H (same a Service Location (SRV) 6/14/2013
I

| _udp
—| Domain Resource Record Type B

"~ DomainDnsZoney| Signature (SIG)

| ForestDnsZones Eadde Text (TXT) ) New Resource ”
E Cluster] Well Known Services (Wi Recor

| Reverse Lockup Zones X.75 g
" Trust Points | LsFEM Service Location (SRY)

| Conditional Forwarders ] LSFED2 | Description: .

E]LsFs Service (SRV) record, Al Domain:

| Nodel for a single DNS domain,
sl el R Service: | _sipinternaltls

il Node2 service provider hosts ag

hosts as backups. DNS d Protocol: o

specific TCP/IP service a B

domain and receive the r Priority: 5081

Weight:

| test.local

Port number:

Host offering this service:
| LSFED L.test.local|

[[] Allow any authenticated user to update all DNS records with the same
name. This setting applies only to DNS records for a new name.

oK | | Cancel | ‘ Help ‘

Figure 16: Creating a Service Location Record for the primary Front End VM.

4. Create DNS hosts on the Front End IP address for the following (Figure 17; Use
your Front End IP address):

e meet
e dialin
e admin
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&

File Action View Help

e nE XE G FR=TE]

DNS Manager

£ DNs
4 F ApDC

b [&3] Global Logs

a

3
3
b

~| Forward Lockup Zenes
b (] _msdesitestlocal
4 2] testlocal

b ] _msdes

I _sites

b tep
b [ _udp
I | DomainDnsZone|
I (] ForestDnsZones
Reverse Lookup Zones
Trust Paints
Conditional Farwarders

Mame

1 _msdcs

;_sltes

7 tep

7 _udp

“| DomainDnsZones

“| ForestDnsZones

] (same as parent folder)
ﬂ(same as parent folder)
] (same as parent folder)
£ addc

§—|Cluster1

E] LsFE0t

] LsFE02

Start of Authority (SOA)
MName Server (NS)

Host (4)

Host (A)

Host (4)

Host (4)

Host (A)

[35], addc testlocal,, host...

addc.testlocal.
192.168.1.1

Timestam

static
static
£/14/01

192.168.1.1

192.168.1.70
192.168.1.11
192.168.1.12

New Host

Name (uses parent domain name if blank):

| admin

E]LsFs
=] Modet
£ Mode2
] meet
ﬂd\a\m

Host (4)
Host (A)
Host (4)
Host (A)
Host (A)

192168115
192,168.1.51
192.168.1.52
192.168.1.11
192,168.1.11

Fully qualified domain name (FQDN):
| admin, test. local.

IP address:
| 192.168.1.11]

Create associated pointer (PTR) record

[] Allow any authenticated user to update DMS records with the
same owner name

Figure 17: Creating the meet, dialin, and admin DNS entries.

Preparing the primary Front End VM

1. Attach the Windows Server 2012 installation media to the VM and run the

following PowerShell command:

Install-WindowsFeature RSAT-ADDS, Web-Server, Web-
Static-Content, Web-Default-Doc, Web-Http-Errors, Web-
Asp-Net, Web-Net-Ext, Web-ISAPI-Ext, Web-ISAPI-Filter,
Web-Http-Logging, Web-Log-Libraries, Web-Request-
Web-Basic-Auth, Web-
Windows-Auth, Web-Client-Auth, Web-Filtering, Web-
NET-WCEF-HTTP-
Web-Mgmt-Tools, Web-
Web-Mgmt-Compat, Windows-Identity-

Telnet-Client, BITS -

Monitor, Web-Http-Tracing,

Stat-Compression, Web-Dyn-Compression,
Web-Asp-Net45,
Scripting-Tools,

Activationib,

Foundation, Desktop-Experience,

Source D:\sources\sxs —-Restart

2. After the VM has restarted, attach the Lync Server 2013 installation media and
use the setup GUI to run Prepare First Standard Edition Server (Figure 18).
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Recycle Bin

Lync Server 2013 - Deployment Wizard

Lync Server 2013
* Welcome fo Lvnc Server deplovment.

& Prepare single Standard Edition Server

=

Deploy

@ Executing Commands

R e .
Checking prerequisite WMIEnabled...prerequisite satisfied.

Checking prerequisite NoOtherVersioninstalled.. prerequisite satisfied.
Checking prerequisite SupportedOS...prerequisite satisfied.

Checking prerequisite PowerShell..prerequisite satisfied.

Checking prerequisite WindowsldentityFoundation...prerequisite satisfied.
Checking prerequisite SupportedSqlRtc...prerequisite satisfied.

Checking prerequisite VCredist..prerequisite satisfied.

Checking prerequisite SqiNativeClient...installing..success

Checking prerequisite SqICiTypes..installing...success

Checking prerequisite SqlSharedManagementQObjects.installing..success
Checking prerequisite UcmaRedist...installing...success

Checking prerequisite SqlinstanceRtc...installing...

Tools and Resources
Click to access tools and other resources

Back

Windows Server 2012 Datacenter
Build 9200

I 58 dwon

Figure 18: Preparing the primary Front End.

Building the topology
For more detailed steps, see Appendix F.

1. Use the Lync Server 2013 setup GUI to install the Lync administrative tools.
2. Use the Lync Server Topology Builder to create a new topology.

3. Add a new Standard Edition Front End Server to the topology with the desired
features and one of the shared directories as the Lync file store (Figures 19 and
20).

a. Forour setup, we chose a basic deployment with the following features:
e Conferencing with Dial-in
e Call Admission Control
e Collocate Mediation Server

For more information on deploying other features such as Enterprise Voice,
Archiving, Monitoring, and external user access, see

http://technet.microsoft.com/en-us/library/gg398664.aspx.
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4,

Lync Server 2013, Topology Builder
File Action Help

B yneser Mo Define New Front End Pool

d Define the Front End pool FQDN

You may deploy your Front End Server as either an Enterprise Edition pool or a Standard Edition server.

FQDN: *
LSFEO1.testlocall

) Enterprise Edition Front End Pool
An Enterprise Edition Front End pool can contain as many as 20 computers for large scale
deployments that require load balancing or high availability, The SOL Server instance that hosts the
user store and the application store for this pool must be on a server or pool that is running Microsoft
SQL Server.

® Standard Edition Server
A Standard Edition server is a single computer for smaller deployments that do not require high
availability. The SQL Server instance that hosts the user store and the application store for this
Standard Edition server is an instance of SQL Server Express Edition, which is automatically installed.

[=

Window rver 2012 Datacenter

ST R ERE gy

Recycle Bin

Lync Server 2013, Topology Builder
file Action Help

B Lyne se % Define New Front End Pool

|j Define the SQL Server store

For a Standard Edition Front End pool, user information must be stored locally. SQL Server Express
Edition will be installed automatically.

SQL Server store:
LSFEO1 test.localvrtc

Enable SQL Server store mirroring

Mirroring SQL Server store:

Use SQL Server mirroring witness to enable automatic failover

Window

Figure 20: Defining the SQL Server store.

Edit the topology properties to set the Administrative access URL (We used
https://admin.test.local)and the server to host the Central
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Management Store. For our setup, we used the primary Front End VM (Figure

21).

e Edit Properties

SIP domain ' https//dialin.testiocal

Simple URLs
Central Management
Server
Meeting URLs:

Simple URL SIP domain

/' hitpsi//meettestlocal testlocal

Administrative access URL:

https://admin.testlocal

Central Management Server

Front End Server to install Central Management Server on:

LSFEO1.testlocal Sitel | - ‘

Note: [f you want to reassign the Central Management Server after initial deployment, you must follow
the procedure described in the Operations section of the product documentation.

Windows Server 2012 Datacenter
Build 9200

& e ¥ 8% gy

Figure 21: Setting the Administrative access URL and the Central Management Server.

5. Publish the topology (Figure 22).
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Recycle Bin

e Lync Server 2013, Topology Builder
File Action Help

b B Lync Sed FY) Publish Tepology

Publishing wizard complete

Your topology was successfully published.

Step Status

/" Creating Central Management store Success
/' Setting Central Management stare location... Success
’ Publishing topology ... Success
/' Downloading topology... Success
s Updating global simple URL settings... Success SIP domz
testlocal
Next steps:
¥ Click here to open to-do list

In order for Lync Server 2013 to correctly route traffic, your deployment must match the published

topology. The linked text file contains a list of any servers that need to be updated, as well as any

databases that need to be created.

To close the wizard, click Finish.

Windows Server 2012 Datacenter
Build 9200

HEEIFAE W5 s

Figure 22: Publishing the topology.

Installing the configuration to the primary Front End VM

1. Loginto the primary Front End VM with Domain Admin credentials.

2. Inthe Lync Server 2013 setup GUI, navigate to the section titled Install or
Update Lync Server System, which takes you to the installation components
page (Figure 23). As a general note, steps 2 (Setup or Remove Lync Server
Components) and 4 (Start Services) will need to be run on each Front End after

each time the topology is published.
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Recycle Bin

i & Lync Server 2013 - Deployment Wizard

ILyn( Server 2013
A Welcome to Lync Server deployment.

Deploy > Lync Server 2013
Step 1: Install Local Configuration Store

Installs local configuration store and populates with data from Central Management Store.

Prerequisites »

Help »

Setup or Remove Lync Server Components.
Install and activate, or deactivate and uninstall Lync Server Components based on the topology definition,

Not Available: Local configuration store not available.
Prerequisites »

Help »

Request, Install or Assign Certificates
This step starts the Certificate Wizard. Create certificate request for local system. Install, and assign certificates for
this system based on the topolegy definition.

Not Available: Local configuration store not available.
Prerequisites »

Help »

Start Services

Initiates a start request for all Lync Server services,

Maote: This step does not verify that the services have actually started. To do so, launch the Services MMC tool
through the "Service Status” step in the Deployment UL

Not Available: Local configuration store not available.

Windows Server 2012 Datacenter
Build 9200

S BE duan

Figure 23: Installing the configuration to the primary Front End VM.

3. Run Step 1: Install Local Configuration Store. Retrieve the configuration directly
from the Central Management store.

4. Run Step 2: Setup or Remove Lync Server Components.

5. Run Step 3: Request, Install or Assign Certificates. Request and assign the
Default and OAuthTokenlssuer certificates (Figures 24 and 25).
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e} Lync Server 2013 - Deployment Wizard

| Lync Server 2013
*a clcome to Lyng Server

2 Certificate Request

@ =
@ Executing Commands
Selecta L]

> Request Certificate

Request-CSCertificate -New -Type Default WebServiceslntemal WebServicesExtemal -CA

*ADDC test local\test-ADDC-CA® -FriendlyName “LS Internal Cert" -KeySize 2048 -PrivateKeyExpartable
$False -DomainName “sip.testlacal” -AllSipDomain -Verbose -Report "CA\Users\administrator. TEST
\AppData\LocalTemp\Request-CSCertificate-[2013_06_19][16_54_12] htm!*

Creating new log file “C:\Users\administrator. TEST\AppData\Local\ Temp\Request-
CSCertificate-6004df6d-ad4d-4a08-80fd-c42d08007d86 xml".

Create a certificate request based on Lync Server configuration for this computer.

Vindows Server 2012 Datacenter
Build 9200

R@(b 454 PM

6/19/2013

Figure 24: Requesting the default certificate.

Lync Server 2013 - Deployment Wizard

Lync Server 2013
Welcome to Lync Server deployment.

& Certificate Wizard

Select a Lync Server Certificate Type and then select a task. Expand the Certificate Type to perform advanced certificate usage tasks.

Certificate Friendly Name Expiration Date Location
v Default certificate LS Internal Cert 6/19/2015 5:15:27 PM Local

~ OAuthTokenlssuer « LS Internal Cert 6/19/2015 5:16:54 PM Global

Help | [ Refresh | [Import Certificate| Process Per

Prerequisites

Help »

Figure 25: Certificates successfully assigned.
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6. Run Step 4: Start Services. Ensure that all Lync services are running.

Adding the secondary Front End VM to the topology

1.
and click New Front End Pool (Figure 26).

In Lync Server Topology Builder, right-click Standard Edition Front End Servers,

Recycle Bin 32

File Action Help

4 B Lync Server
4 ] Sitel
[ Lync Server 2010
4 [Tlync Server 2013

Lync Server 2013, Topology Builder

The properties for this item are not available for editing.

4 [ Standard Edition Front End Servers

5 LSFEOT.testlacal

[ Enterprise Edition Front End p

[ Director pools

[ Mediation pools

(@ Persistent Chat poals

(3 Edge pools

[ Trusted application servers
[3 Shared Components
[3 Branch sites

TSR

o

Define New Front End Pool

|j Define the Front End pool FQDN

You may deploy your Front End Server as either an Enterprise Edition pool or & Standard Edition server.
FQDN: *
LSFE02 testlocal

Figure 26: Adding the secondary Front End VM to the topology.

2.

Follow the wizard to select features for the secondary Front End VM. In general,

these should match the features selected for the primary Front End (Figure 27).

Use the second shared directory for the file store.
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Lync Server 2013, Topology Builder
File Action Help

4 [B Lync Server The properties for this item are not available for editing.
4 (] sitel
P [ Lync Server 2010
4 [ lync Server 2013
4 [J Standard Edition Front End Servers

[ LSFED 1 testlocal e Define New Front End Pool
[ Enterprise Edition Front End p:

[ Director pacls Select features
[ Mediation pools :
3 Persistent Chat poals

[ Edge paols Instant messaging and presence are always enabled. Select the additional features that you want this

[ Trusted application servers Front End pool to handle.

[ Shared Components Conferencing (includes audio, video, and application sharing)
[ Branch sites Diak-in [PSTN) canferancing
Enterprise Voice

Call Admis:
Call admission control (CAC) is an optional componant that manages the bandwidth used by unified
communications traffic within the deployment. Only one Front End pool per site can enable CAC.

[ Archiving

To enable Exchange Server integration, use Lync Server Control Panel.

[ Monitoring (CDR and QoE metrics)

Figure 27: Selecting features for the secondary Front End VM.

3. Publish the topology.
Updating the primary Front End VM

1. Onthe primary Front End VM, re-run steps 2 and 4 under Install or Update Lync
Server System (Figure 28).
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Recycle Bin

L&

@ Executing Commands

T S T S
Checking prerequisite MSSpeech_SR_zh-HK_TELE...prerequisite satisfied.

Checking prerequisite MSSpeech_SR_zh-TW_TELE...prerequisite satisfied.

Checking prerequisite UcmaWorkflowRuntime.. prerequisite satisfied.

Installing any collocated databases...

Executing PowerShell command: Install-CSDatabase -Confirm:$false -Verbose -LocalDatabases -
Report "C\Users\administrator. TEST\AppData\Local\Temp\Install-CSDatabase-[2013_06_19]
[17_37_28] htmI®

Enabling new roles...

This step will configure services, apply permissions, create firewall rules, etc.

Executing PowerShell command: Enable-CSComputer -Confirm:$false -Verbose -Report "Ci\Users
‘administrator. TEST\AppData\Local\Temp\Enable-CSComputer-[2013_06_19][17_37_36].html"

Task status: Completed.

Lync Server 2013 - Deployment Wizard

Lync Server 2013
- Welcome to Lync Server deployment.

Set Up Lync Server Components

nt Store.

e ST U

the topology definition,

* In Progress | Run Again

nstall, and assign certificates for

Bootstrap local machine

[7] [iewton | [, e serices vt oo

.

Windows Server 2012 Datacenter
Build 9200

5:37 PM
6/19/2013
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Figure 28: Updating the primary Front End VM.

Installing the configuration to the secondary Front End VM

1.

On the secondary Front End VM, run the following Windows PowerShell

command:

Install-WindowsFeature RSAT-ADDS, Web-Server, Web-
Static-Content, Web-Default-Doc, Web-Http-Errors, Web-
Asp-Net, Web-Net-Ext, Web-ISAPI-Ext, Web-ISAPI-Filter,
Web-Log-Libraries,
Monitor, Web-Http-Tracing, Web-Basic-Auth, Web-
Windows-Auth, Web-Client-Auth, Web-Filtering, Web-
Stat-Compression, Web-Dyn-Compression, NET-WCF-HTTP-
Web-Asp-Net45, Web-Mgmt-Tools, Web-
Web-Mgmt-Compat, Windows-Identity-
Telnet-Client, BITS -

Web-Http-Logging, Web-Request-

Activationib,
Scripting-Tools,
Foundation, Desktop-Experience,

Source D:\sources\sxs —Restart

After the VM restarts, run all four steps under Install or Update Lync Server
System (Figure 29). The OAuthTokenlssuer certificate should already be

assigned.
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Lync Server 2013 - Deployment Wizard

Lync Server 2013
Welcome to Lyne Server deployment.

Set Up Lync Server Components -

Executing Commands
ent Store.

Checking prerequisite ASPNet.. prerequisite satisfied.
Checking prerequisite KB2646886Installed...prerequisite satisfied.
Checking prerequisite BranchCacheBlack...prerequisite satisfied.
Checking prerequisite WCF...prerequisite satisfied.

Checking prerequisite WindowsMediaFoundation..prerequisite satisfied.

n the topology definition.

Checking prerequisite SqllnstanceRtcLocal...prerequisite satisfied. - In Progress

Checking prerequisite VCredist...prerequisite satisfied.
Checking prerequisite SqiNativeClient...prerequisite satisfied.

Checking prerequisite SqICITypes.. prerequisite satisfied.

Checking prerequisite SqiSharedManagementObjects..prerequisite satisfied.
Checking prerequisite UcmaRedist..prerequisite satisfied.

Checking prerequisite WinFab..installing...

. Install, and assign certificates far

launch the Services MMC tool

Back
thvata \AL

Windows Server 2012 Datacenter
Build 9200
11:14 AM

Figure 29: Installing the configuration to the secondary Front End VM.

Designating the secondary Front End pool as a backup

1.
2.

In Lync Server Topology Builder, open the primary Front End VM properties.
Under Resiliency, add the secondary Front End VM as a backup. Check the box
for Automatic failover and failback for Voice and adjust the intervals to values

appropriate for your organization (Figure 30).
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Figure 30: Designating the secondary Front End VM as the backup.

3. Publish the topology.

4. On each Front End VM, re-run steps 2 and 4 under Install or Update Lync Server

System in the Lync Server setup GUI.

5. From the primary Front End VM, run the following Windows PowerShell

commands (Figure 31; Use your Front End FQDNs):

Invoke-CSBackupServiceSync —-PoolFgdn LSFEOl.test.local

Invoke-CSBackupServiceSync —-PoolFgdn LSFEO2.test.local
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Figure 31: Syncing the backup service.

Adding the backup SRV

1. Using DNS Manager, create a new Service Location record with the following
properties (Figure 32; Use your own backup Front End FQDN and take note that

the priority and weight are different from the SRV created earlier):
e Service: sipinternaltls
e Protocol: tcp
e Priority: 10
e Weight: 10
e Port Number: 5061

e Host offering this service: LSFE02.test.local
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Figure 32: Adding the backup SRV.

Commands for manual failover

Lync Server Standard Edition will fail over Voice features automatically, but
other features can be failed over manually. Use these commands to perform this
operation. Please note that you must replace the FQDN in the sample commands below
with the appropriate FQDN of your Front End VMs. In this example, LSFEQ1.test.local is
the FDQN of the primary Front End VM, and LSFEQ2.test.local is the FDQN of the
secondary Front End VM.

e To obtain the location of the Active Central Management Database:
Get-CsService —-CentralManagement

e To find the backup server (use your primary Front End FQDN):

e Get-CsPoolBackupRelationship —-PoolFgdn

LSFEOLl.test.local To checkon the availability of the Central
Management Store:

Get-CsManagementStoreReplicationStatus -
CentralManagementStoreStatus

e To manually fail over the Central Management Store to the backup
server (replace the FQDN):

e TInvoke-CsManagementServerFailover -
BackupSglerverFgdn LSFEO2.test.local -
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BackupSglInstanceName RTC -ForceTo manually fail over the
Front End pool to the backup server:
Invoke-CsPoolFailOver —-PoolFgdn LSFEOl.test.local
-Disastermode —-Verbose

e To fail back to the primary server:

Invoke-CsPoolFailback —-PoolFgdn LSFEOl.test.local
—-Verbose

Invoke-CsManagementServerFailover -
BackupSglServerFgdn LSFEOl.test.local -
BackupSglInstanceName RTC -Force

SUMMING IT ALL UP

As this guide has shown, setting up a highly available Microsoft Lync Server 2013
environment on Dell architecture is a straightforward process. In little time, you can
deploy two Dell PowerEdge M620 M-series servers, switches, and Dell EquallLogic
storage using Microsoft Windows Server 2012, and set up your Lync Server 2013
infrastructure. By setting up a highly available Lync Server 2013 environment on your
Dell architecture solution, you can ensure your office communications stay running with

little to no downtime to keep your business moving.
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APPENDIX A — INSTALLING THE HARDWARE AND CONFIGURING THE

NETWORKING

Installing the hardware

1.

Provide a DHCP-enabled network connection to both Chassis Management
Controller (CMC) modules on the back of the M1000e blade enclosure. This will
provide the CMCs and the blade server iDRACs with IP addresses. If you are not
using DHCP, you will need to specify a static IP address and subnet mask for the
CMC using the front control panel. Specifying IP addresses for the iDRACs is

optional for this guide.

Inside each blade server, there are two mezzanine slots: fabric B and fabric C
(fabric A corresponds to the embedded NICs). Choose a slot in which to place
the mezzanine NIC card. The chosen slot must match the fabric that will be used
for the Dell PowerConnect M8028-k 10Gb Ethernet switches. In our setup, we

used fabric B.

Insert the Dell PowerEdge M620 blade servers into slots 1 and 2 on the front of
the enclosure and ensure that they are locked into place.

Insert the Dell EqualLogic PS-M4110 blade storage into slots 3 and 4 on the front
of the enclosure and ensure that it is locked into place.

Insert the first pair of Dell PowerConnect M8024-k 10Gb Ethernet switches into
slots Al and A2 on the back of the enclosure and ensure that they are locked

into place.

Insert the remaining Dell PowerConnect M8024-k 10Gb Ethernet switches into
slot B1 and B2 on the back of the enclosure and ensure that they are locked into
place.

Provide domain-connected network connection to one port on each of the
M8024-k modules in slots A1 and A2. Any port can be used except 17 and 18,
because these will be used for stacking.

Provide two 10Gb connections between the M8024-k modules in fabric A:
Connect slot Al, port 17 to slot A2, port 18. Connect slot Al, port 18 to slot A2,
port 17.

Provide two 10Gb connections between the M8024-k modules in fabric B:
Connect slot B1, port 17 to slot B2, port 18. Connect slot B1, port 18 to slot B2,
port 17.

10. Power on the enclosure.
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Configuring the PowerConnect M8024-k 10GbE modules

1.
2.

w

o ® N o v A

10.
11.

12.

13.

14.

15.
16.
17.

18
19

Use the enclosure front control panel to find the CMC IP address.
From a computer on the network, use Internet Explorer to navigate to the CMC.

Log in with the default credentials. The default Username is root and the

Password is calvin

Click Slot A1 under Chassis Overview—>1/0 Module Overview—>10 GbE KR.
Click Launch 1/0 Module GUI.

Log in with the same root credentials.

Click System->Stack Management->Stack Port Summary.

Check the Edit checkboxes next to ports 0/17 and 0/18.

Under Configured Stack-mode, change the mode from Ethernet to Stack on both

ports.

Click Apply.

Click the Save icon in the top right. Your changes will not persist after a reboot
unless saved in this manner.

Repeat steps 4 through 11 for the remaining three M8024-k modules. The

switches are now stacked and each fabric will function as one unit.

Return to the I/O Module GUI for the M8024-k in slot A1, and navigate to
Switching—>VLAN->Port Settings.

For Unit 1, Port Te1/0/1, use the Port VLAN Mode drop-down menu to select
Trunk.

Click Apply.
Click Save.

For Unit 1, Port Te1/0/2, use the Port VLAN Mode drop-down menu to select
Trunk.

. Click Apply.
. Click Save.

Configuring the PS-M4110 networking

1. From the CMC, select SLOT-03 under Chassis Overview—>Server
Overview—>SLOT-03.
2. Under Array Properties, click Configure Array.
3. Enter the following information in the appropriate fields:
e Member Name. We used PSM4110-1.
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Member IP. This needs to be on the subnet to be used for iSCSI. We
used 192.168.10.61.

Member Netmask. We used 255.255.255.0.

Member Gateway. We left this blank.

Use Existing Group. Check this if you are adding the PS-M4110 to an
existing PS-series group. In our setup, we created a new group instead.

Group Name. We used PSGRP-1.

Group IP Address. This needs to be on the subnet used for iSCSI. We
used 192.168.10.60.

Group Membership Management Password. This is the password that
new members will use to gain membership.

Group Administration (grpadmin) Password. This is the password for the
top-level management account (grpadmin).

Selected Fabric. The PS-M4110 defaults to Fabric B, but can use Fabric A
if the enclosure has midplane version 1.1 or higher. The fabric must
have 10GbE modules installed to be used for the PS-M4110. In our
setup, we used Fabric B.

4. Click Apply.

5. Click SLOT-03 again to confirm that the settings are in place.

Configuring a highly available Microsoft Lync Server 2013 A Principled Technologies deployment guide 42

environment on Dell architecture



APPENDIX B — CONFIGURING THE M620 BLADES

Complete the steps in this section on both Dell PowerEdge M620 blades.

Installing Windows Server 2012 Datacenter Edition on the M620s

1. Attach a monitor and keyboard to the VGA and USB outputs on the front or back
of the M1000e blade enclosure.

2. Press the Ctrl key twice quickly to bring up the KVM menu and select Slot 1.

3. Attach an external DVD drive with the installation media inside to the front of
the first M620 and power the blade on.

4. Follow the on-screen instructions to install Windows Server 2012 Datacenter
with a GUL.
Creating a network for Live Migration
Click Start, and type ncpa.cpl. Press Enter.
Right-click the adapter to be used for Live Migration, and click Properties.
Click Configure.
Click Advanced.
Select VLAN ID, and enter a value (for our testing purposes, we used 20).
Click OK.
Right-click the Live Migration adapter, and click Properties.

Select IPv4, and click Properties.
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Select the Use the following IP address and Use the following DNS server
addresses radio buttons.

10. Enter an IP address, subnet mask, default gateway, and preferred DNS server.
Click OK.

Joining the M620s to the domain

Click Start, and type ncpa. cpl. Press Enter.
Right-click the adapter, and click Properties.

Select IPv4, and click Properties.

2 W N R

Select the Use the following IP address and Use the following DNS server

addresses radio buttons.

5. Enter an IP address, subnet mask, default gateway, and preferred DNS server.
Click OK.

6. In Server Manager, in the left pane, select Local Server.
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7. Click the computer name.
8. Click Change.

9. Enter an appropriate hostname for the node, and select the Domain radio
button.

10. Enter the name of your domain, and click OK.
11. Enter the administrative credentials to connect to the domain, and click OK.
12. At the welcome screen, click OK.

13. Restart the blade, and use the domain credentials to log in again.

Adding the MPIO feature

1. In Server Manager, click Manage—>Add Roles and Features.
2. At the Before you begin screen, click Next.

3. Atthe Select installation type screen, leave the default selection of Role-based

or feature-based installation, and click Next.

4. At the Select destination server screen, leave the default selection, and click
Next.

At the Select server roles screen, click Next.
When the Add Roles and Features Wizard window pops up, click Add Features.
Click Next.

At the Select features screen, check the box for Multipath 1/0, and click Next.

o ® N o u

At the Confirm installation selections screen, click Install.

10. When the installation completes, click Close.
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APPENDIX C — CONFIGURING THE STORAGE
Configuring the PS-M4110 RAID policy

1. From one of the M620s, use Internet Explorer to navigate to the PS group IP
address (alternatively, use the PS-M4110 member IP address). Click OK at the

warning.
2. If necessary, install the Java SE Runtime Environment.

3. Login with the grpadmin credentials you specified during networking

configuration.

4. Expand Members, and right-click PSM4110-1 (unconfigured). Click Configure

member.

5. Atthe General Settings screen, click Next.

6. At the RAID Configuration screen, select a RAID policy and initial RAID capacity
appropriate for your needs. In our setup, we chose RAID 10 and Immediately
expand group capacity.

7. Atthe Summary screen, click Finish.

Finding the initiator IQN

These are generic steps for finding the iSCSI Qualified Name (IQN) for an
initiator (a server that will access an iSCSI target). Refer to this section whenever an
initiator IQN is needed.

1. Press the Windows key, and type iscsi initiator. Press Enter.
2. If prompted, start the Microsoft iSCSI Initiator service.

3. Click the Configuration tab.
4

Copy the Initiator Name.
Creating volumes on the PS-M4110

The volumes created in this section will appear as physical disks to Windows
Server 2012 Datacenter. Use these steps to create volumes as needed for your

organization. In our setup, we created two full provisioned volumes:
e Quorum (10 GB)

e VHDs (2 TB)
1. Inthe Equallogic PS Series Group Manager, click Storage Pools—> Default.

2. Click Create volume.

3. Atthe Volume Settings screen, enter a name for the volume, and click Next.
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4. Atthe Space screen, enter a size for the volume. Choose full or thin

provisioning. Choose a snapshot reserve percentage. Click Next.

5. At the iSCSI Access screen, select the Restricted access radio button and check
the Limit access to iSCSI initiator name checkbox. Enter the IQN of the first
M620. Ensure that the Set read-write radio button is selected and check the
Allow simultaneous connections from initiators with different IQNs checkbox.
Click Next.

6. At the Summary screen, click Finish.

Providing multiple IQNs access to a volume

Complete these steps to provide volume access to the second M620 server
using the IQN.

1. Inthe Group Manager left pane, expand Volumes, and select the volume to be
modified.

Select the Access tab.
Click Add.

2
3
4. Check the Limit access to iSCSI initiator name checkbox.
5. Enter the IQN of the desired initiator.

6

Click OK.
Connecting the M620s to the volumes
Complete these steps on both M620s.
Open iSCSI Initiator.
Click the Discovery tab.
Click Discover Portal.
Enter the PS Group IP address, and click OK.
Click the Targets tab.
Select the first volume IQN, and click Connect.

Check the Enable multi-path checkbox, and click OK.
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Repeat steps 6 and 7 for the remaining volumes.

Preparing the volumes for cluster shared storage

Repeat these steps for all volumes to be added to the cluster.

1. On the first M620, open Disk Management by clicking Tools—>Disk Management

in Server Manager.

2. Right-click the name of the first offline volume, and click Online.
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3. Right-click the name of the same volume, and click Initialize Disk.

4. Leave MBR selected, and click OK.

5. Right-click the white space of the volume, and click New Simple Volume.

6. Click Next.

7. Specify a size, and click Next. We used the maximum disk space.

8. Select the Do not assign a drive letter or drive path radio button, and click Next.
9. Enter a label for the volume, and click Next.

10. Click Finish.

11. On the second node, open Disk Management and bring the volume online. The
volume properties will transfer over. The management console may need to be

refreshed to complete this operation.
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APPENDIX D — CREATING THE FAILOVER CLUSTER AND BUILDING THE

VMS
Creating the failover cluster
On both M620s, use Server Manager to install the Failover Clustering feature
and prerequisites.

1. Restart both nodes.

2. From the first M620, open the Failover Cluster Manager by clicking
Tools—>Failover Cluster Manager.

3. Click Validate Configuration.

4. Click Next.

5. Enter the hostname of the first node, and click Add.

6. Enter the hostname of the second node, and click Add.

7. Click Next.

8. Select Run all tests, and click Next.

9. Confirm the settings, and click Next.

10. When the validation completes, click View Report and verify that there are no
errors. Check that the iSCSI volumes are shown under both nodes in List
Potential Cluster Disks.

11. In the validation wizard, leave the Create the cluster now using the validated
nodes checkbox checked, and click Finish.

12. At the Before You Begin screen, click Next.

13. Enter a name and IP address for the cluster, and click Next. We used Clusterl
and 192.168.1.70.

14. Check the Add all eligible storage to the cluster checkbox, and click Next.

15. Click Finish.

16. Download and install Update for Windows Server 2012 (KB2803748) from
http://www.microsoft.com/en-us/download/details.aspx?id=36468, a hotfix to
prevent Microsoft Management Console crashes in Failover Cluster Manager,
and restart.

Configuring the failover cluster

1. In Failover Cluster Manager, select the cluster, and click Networks.

2. Forany networks unrelated to the cluster, right-click the network, and click
Properties.
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3. Select the radio button for Do not allow cluster network communication on this
network. Note: The iSCSI network will be disabled by default and is a correct
setting.

4. Click Live Migration Settings.

5. Select the network to be used for live migration, and click Up until it is at the top
of the list.

6. Click OK.
7. Inthe left pane, click Storage->Disks.

8. The disk to be used for quorum may be automatically assigned. If not, select the
cluster, and click More Actions—>Configure Cluster Quorum Settings.

a. Click Next.

b. Select Advanced quorum configuration and witness selection, and click
Next.

c. Select All nodes, and click Next.

d. Leave the Allow cluster to dynamically manage the assignment of node

votes checkbox checked, and click Next.
e. Select Configure a disk witness, and click Next.
f. Select the disk to be used for quorum, and click Next.
g. Click Next.
h. Click Finish.
9. Right-click the Cluster Disk to be used for VHDs, and click Add to Cluster Shared

Volumes.

Installing Dell EqualLogic Host Integration Tools 4.5.0
Complete these steps on each failover cluster node:
1. Insert the installation media, and click Setup64.exe.

2. At the Welcome screen, click Next.

3. Atthe License Agreement screen, review and accept the terms of the license
agreement, and click Next.
4. At the Destination Folder screen, click Next.
5. At the Select Type screen, select Complete, and click Next.
6. At the Ready to Install the Program screen, click Install.
7. At the Installation Complete screen, click Finish.
8. Inthe pop-up window that follows to restart the system, click Yes.
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Configuring MPIO settings

4,

Complete these steps on each failover cluster node:
Press the Windows key, and open Auto-Snapshot Manager.
In the left pane, click Settings—>MPIO Settings.

In the Included section, click Exclude next to any subnets not to be used for iSCSI
traffic.

Click Save.

Installing the Hyper-V roles

Complete these steps on each failover cluster node using the same shared

storage for the Default Stores:

1.
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11.

Open Server Manager, and click Manage->Add Roles and Features.

At the Before You Begin screen, click Next.

At the Installation Type screen, click Next.

At the Server Selection screen, select one of the servers in the failover cluster.

At the Server Roles screen, check the Hyper-V checkbox. At the prerequisite

pop-up, click Add Features. Click Next.
At the Features screen, click Next.

At the Hyper-V screen, click Next.

At the Virtual Switches screen, click Next.

At the Migration screen, click Next.

. At the Default Stores screen, enter locations on the shared cluster storage. The

default pathis C:\ClusterStorage. For our setup, we used
C:\ClusterStorage\VHDs for both paths. Click Next.

At the Confirmation screen, check the box to automatically restart the server

after installation, and click Install.

Creating a virtual switch

Complete these steps on each failover cluster node:

1. In Hyper-V Manager, click Virtual Switch Manager.

2. Inthe left pane, select New virtual network switch. Leave External highlighted,
and click Create Virtual Switch.

3. Enter a name for the virtual switch. This name must be identical between both
nodes. Use the drop-down menu to select an adapter that can communicate
with the external Active Directory. Click OK.
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4. At the connectivity warning, click Yes.
5. If you didn’t use a NIC team for the first switch, add a second virtual switch
using a different domain-connected adapter.
Creating the VMs

Lync 2013 Standard Edition requires at least three VMs: two Front End VMs and

one File Server VM to act as a quorum witness. Repeat these steps for each VM to be

created.

1.

2
3
4.
5

9.

In Failover Cluster Manager, click Roles.

In the right pane, click Virtual Machines—>New Virtual Machine.
Select a node to install the VM on, and click OK.

At the Before You Begin screen, click Next.

At the Specify Name and Location screen, verify that the location is on cluster
shared storage. Give the VM a name, and click Next. We used the following

names for our VMs:

e LSFEO1
e LSFEO2
e LSFS

At the Assign Memory screen, enter an amount appropriate for the server role,
and click Next. You can find further information about Lync hardware

requirements at technet.microsoft.com/en-us/library/gg398438.aspx.

At the Configure Networking screen, use the drop-down menu to select the

domain-connected virtual switch, and click Next.

At the Connect Virtual Hard Disk screen, create a new disk, enter a size

appropriate for the server role, and click Finish. We sized every VHD at 50 GB.

At the Summary screen, click Finish.

10. Right-click the VM, and click Settings.

11. Select Add New Hardware—->Network Adapter, and click Add.

12. Select the redundant domain-connected switch from the drop-down menu, and

click OK.

Installing Windows Server 2012 Datacenter Edition on the VMs

Repeat these steps for each VM.

1. In Failover Manager, right-click the VM, and click Settings.
2. Inthe left pane, click DVD Drive.
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Select the image file or the DVD drive containing the Windows Server

installation media radio button. Click OK.
Right-click the VM, and click Start.
Right-click the VM, and click Connect.

Follow the on-screen instructions to install Windows Server 2012.

Joining the VMs to the domain

Repeat these steps for each VM.

1. Click Start, and type ncpa.cpl. Press Enter.

2. Right-click the adapter, and click Properties.

3. Select IPv4, and click Properties.

4. Select the Use the following IP address and Use the following DNS server
addresses radio buttons.

5. Enter an IP address, subnet mask, default gateway, and preferred DNS server.
Click OK.

6. In Server Manager, in the left pane, select Local Server.

7. Click the computer name.

8. Click Change.

9. Enter an appropriate hostname for the VM, and select the Domain radio button.

10. Enter the name of your domain, and click OK.

11. Enter the administrative credentials to connect to the domain, and click OK.

12. At the welcome screen, click OK.

13. Restart the VM, and use the domain credentials to log in again.
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APPENDIX E — PREPARING THE ACTIVE DIRECTORY AND VMS FOR LYNC
SERVER 2013

Preparing the Active Directory

This step must be completed from the Active Directory Domain Controller, or a

server with Active Directory Remote Server Administrative tools installed.
1. Insert the Lync Server 2013 installation DVD into the optical drive.
2. Run setup.exe. If the Microsoft C++ Runtime warning appears, click Yes.

3. Atthe Lync Server 2013 splash screen, choose an appropriate installation
location, and click Install. For our setup, we chose the default location.

4. Atthe License Agreement screen, accept the license terms, and click OK.

5. After unpacking, the Lync Server Deployment Wizard should open. If not, use

the Start menu to locate and open the wizard.
6. At the welcome screen, click Prepare Active Directory.
7. Next to Prepare Schema, click Run.

a. Click Next.

b. Once the command completes, click Finish.

c. Optionally, verify the replication by using the instructions found at

technet.microsoft.com/en-

us/library(OCS.15)/ms.lync.dep.DeployMainVerifySchemaPrep.aspx.

8. Next to Prepare Current Forest, click Run.

a. Select the radio button for Domain FQDN and enter the name of your

FQDN. For our setup, this was test.local.
b. Once the command completes, click Finish.

c. Optionally, verify the replication by using the instructions found at

technet.microsoft.com/en-

us/library(OCS.15)/ms.lync.dep.DeployMainVerifyForestPrep.aspx.

9. Next to Prepare Current Domain, click Run.
a. Click Next.
b. Once the command completes, click Finish.

c. Optionally, verify the replication by using the instructions found at

technet.microsoft.com/en—

us/library(OCS.15)/ms.lync.dep.DeployMainVerifyDomainPrep.aspx
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Providing Lync permissions to the Domain Admin

o v kA W NP

7.
8.
9.

Log into the Active Directory machine with Domain Admin credentials.
In Server Manager, click Tools—>Active Directory Users and Computers.
Expand the domain, and click Users.

Right-click CSAdministrator, and click Properties.

In the Members tab, click Add.

Type the name of the user you wish to give Lync Server access and press Enter.
For our test purposes we used test\Administrator. For more information
on Lync Server permissions, see technet.microsoft.com/en-
us/library(OCS.15)/ms.lync.dep.DeployMainCreateCSCPAdmin.aspx

Click OK.

Right-click RTCUniversalServerAdmins, and click Properties.

In the Members tab, click Add.

10. Type the name of the user given in step 6 and press Enter.

11. Click OK.

Configuring the DNS

1. Loginto the Active Directory with Domain Admin credentials.
2. Open the DNS Manager.
3. Under Forward Lookup Zones, right-click the domain, and click Other New
Records.
4. Select Service Location, and click Create Record.
5. Enter the following information, replacing the last line with the Front End VM
FQDN for your environment:
e Service: sipinternaltls
e Protocol: tcp
e Port Number: 5061
e Host offering this service: LSFEO1.test.local
6. Click OK.
7. Click Done.
8. Right-click the domain again, and click New Host (A or AAAA).
9. Enter the following information, replacing the IP address with the IP address of
your Front End VM:
e Name: meet
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e |Paddress: 192.168.1.11

10. Check the Create associated pointer (PTR) record checkbox, and click Add Host.
11. Click OK at the PTR warning.

12. Repeat steps 8 through 11 for the DNS entries dialin and admin. Use the

Front End IP address for both.

Creating the Lync Server file shares

1.

N o v W

Log into the file server VM with Domain Admin credentials.

Create a new folder with an appropriate name for the share. We used

LyncSharel.

Right-click the folder, and click Properties.

In the Sharing tab, click Share.

Using the drop-down menu, click Find People.
Type RTC in the box, and click Check Names.

Hold down the Ctrl key and select the following users:
RTCComponentUniversalServices, RTCHSUniversalServices,

RTCUniversalConfigReplicator, and RTCUniversalServerAdmins. Click OK.
Click OK.

From the drop-down menu next to a newly added user, select Read/Write.
Repeat for all newly added users.

10. Click Share.

11. Click Done.

12. Repeat steps 2 through 11 for a second folder title LyncShare?2.

Preparing the primary Front End VM

1.

Log in with Domain Admin credentials to the VM to be used as the primary Lync
Standard Edition Front End VM.

Attach the Windows Server 2012 Datacenter Edition installation media to the
VM.

Open Windows PowerShell.

Type the following command and press Enter:

Install-WindowsFeature RSAT-ADDS, Web-Server, Web-
Static-Content, Web-Default-Doc, Web-Http-Errors, Web-
Asp-Net, Web-Net-Ext, Web-ISAPI-Ext, Web-ISAPI-Filter,
Web-Http-Logging, Web-Log-Libraries, Web-Request-
Monitor, Web-Http-Tracing, Web-Basic-Auth, Web-
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Windows-Auth, Web-Client-Auth, Web-Filtering, Web-
Stat-Compression, Web-Dyn-Compression, NET-WCF-HTTP-
Activation45, Web-Asp-Netd5, Web-Mgmt-Tools, Web-
Scripting-Tools, Web-Mgmt-Compat, Windows-Identity-
Foundation, Desktop-Experience, Telnet-Client, BITS -
Source D:\sources\sxs —-Restart

5. After the VM has restarted, attach the Lync Server 2013 installation media to
the VM and run Setup.exe.

6. If this is the first time that setup.exe has been run, install the C++ Runtime and

core components as prompted and accept the license agreement.
7. Atthe welcome screen, click Prepare First Standard Edition Server.
8. Click Next.

9. Once all commands are completed without errors, click Finish.
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APPENDIX F = INSTALLING LYNC SERVER 2013 STANDARD EDITION
Building the topology

1. Atthe Lync Server 2013 installation welcome screen, click Install Administrative
Tools.

2. Once the installation finishes, click Start->Lync Server Topology Builder.

3. Select the radio button for New Topology, and click OK.

4. Enter a name for the topology, and click Save. For our setup, we used
testtopol.tbxml.

5. Enter your Primary SIP domain, and click Next. For our setup, we used
test.local.

6. Enter any additional SIP domains, and click Next. For our setup, we did not add
any.

7. Enter a name for the first site, and click Next. For our setup, we used Sitel.

8. Enter location details if desired, and click Next.

9. Leave the Open the New Front End Wizard when this wizard closes checkbox
checked, and click Finish.

10. At the Define New Front End Pool wizard welcome screen, click Next.

11. In the Pool FQDN field, enter the FQDN of the current server. These must match
exactly. For our setup, we used LSFEO1.test.local. Select the radio
button for Standard Edition Server, and click Next.

12. Select all features required for your organization. The Archiving and Monitoring
features each require a dedicated SQL instance. We selected Conferencing with
Dial-in, Call Admission Control, and Collocate Mediation Server. Click Next.

13. Leave the Collocate Mediation Server checkbox checked, and click Next.

14. Leave the Enable an Edge pool to be used by the media component of this Front
End pool checkbox unchecked, and click Next.

15. At the Define the SQL Server store screen, click Next.

16. Select the radio button for Define a new file store and enter the appropriate
information. For our setup, this was LSFS.test.local and LyncSharel.
Click Next.

17. At the Specify the Web Services URL screen, click Next.

18. If your organization employs an Office Web Apps server, then check the
Associate pool with an Office Web Apps Server checkbox, and click New. Enter
the FQDN and Discover URL, and click OK. We did not use an Office Web Apps
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19.

20.
21.
22.

23.

24,
25.
26.
27.

28.

server and did not check the checkbox. You can find further information on
deploying an Office Web Apps server at www.technet.microsoft.com/en-
us/library/jj219458.aspx.

If installing the Archiving and/or Monitoring roles, click Next to continue the
wizard. On the following screens, enter the appropriate SQL instances to be
used for these roles. If the Archiving and Monitoring roles are not to be
configured at this time, click Finish to close the wizard.

In the Topology Builder, right-click Lync Server, and click Edit Properties.
Click Central Management Server.

In the Administrative access URL field, enter the admin URL. For our setup, this

was https://admin.test.local.

Under Central Management Server, use the drop-down menu to select the Front

End server.

Click OK.

Right-click Lync Server, and click Publish Topology.

Confirm that the listed tasks have been completed, and click Next.

Ensure that the Front End server is selected in the drop-down menu, and click
Next.

After the process completes, click Finish.

Installing the configuration to the primary Front End VM

1. Loginto the primary Front End VM with Domain Admin credentials. Navigate to
the Lync Server 2013 installation media and run setup.exe.
2. Atthe Lync Server 2013 installation welcome screen, click Install or Update Lync
Server System.
3. Next to Install Local Configuration Store, click Run.
a. Select the radio button for Retrieve directly from the Central Management
store (requires read access to the Central Management store), and click
Next.
b. Click Finish.
4. Next to Setup or Remove Lync Server Components, click Run.
a. Click Next.
b. Click Finish.
5. Next to Request, Install or Assign Certificates, click Run.
a. Select Default certificate, and click Request.
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When the wizard pops up, click Next.

Leave the Send the request immediately to an online certification authority

radio button, and click Next.
Select your CA from the drop-down menu, and click Next.
Specify alternate credentials for the CA if needed, and click Next.

Leave the Use alternate certificate template for the selected certification

authority checkbox unchecked, and click Next.

Enter a name for the certificate in the Friendly name field, select a Bit length
of 2048, and check the Mark the certificate’s private key as exportable
checkbox. Click Next. We named our certificate LS Internal Cert.

Enter your organization name and unit if desired, and click Next.
Enter your geographical information if desired, and click Next.
Review the Subject and Subject Alternative Names, and click Next.

Under Configured SIP domains, check the checkbox next to your domain,

and click Next.

Add any additional subject alternative names if desired. For our setup, we
did not require any more. Click Next.

Review the settings, and click Next.

After the operation completes, click Next.

Click Finish.

When the Certificate Assignment window pops up, click Next.
Click Next.

Click Finish.

Click Close.

Repeat step 5 for the OAuthTokenIssuer certificate.

6. Next to Start Services, click Run.

a.

b.

Click Next.
Click Finish.

Adding the secondary Front End pool

1. Open the current topology in Topology Builder. This can be done by importing

the active configuration or simply opening the .tbxml file that was previously

saved.
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10.
11.

12.

13.
14.
15.

Click Lync Server->Sitel->Lync Server 2013 and right-click Standard Edition
Front End Servers. Click New Front End Pool.

Click Next.
Enter the FQDN of the secondary Front End VM, and click Next. For our setup,
we used LSFEO2.test.local.

Select the appropriate options for your environment. Call Admission Control will
not be available if already installed on the primary Front End server. This feature
can only have one instance per site. For our setup, we chose everything except
for Archiving and Monitoring. Call Admission Control was already installed.

Leave the Collocate Mediation Server checkbox checked, and click Next.

Leave the Enable an Edge pool to be used by the media component of this Front

End pool checkbox unchecked, and click Next.
At the Define the SQL Server store screen, click Next.

Select the radio button for Define a new file store and enter the appropriate
information. For our setup, this was LSFS.test.local and LyncShare?2.
Click Next.

At the Specify the Web Services URL screen, click Next.

If your organization employs an Office Web Apps server, then check the
Associate pool with an OWA Server checkbox, and click New. Enter the FQDN
and Discover URL, and click OK. If not using an OWA server, click Finish. We did
not use an OWA Server and did not check the checkbox.

If installing the Archiving and/or Monitoring roles, click Next to continue the
wizard. On the following screens, enter the appropriate SQL instances to be
used for these roles. If the Archiving and Monitoring roles are not to be
configured at this time, click Finish to close the wizard.

In the Topology Builder, click Action—>Publish Topology.

Click Next.

Once the commands complete, click Finish.

Updating the primary Front End VM

1. Loginto the primary Front End VM with administrative credentials. Navigate to
the Lync Server 2013 installation media and run setup.exe.
2. Click Install or Update Lync Server System.
3. Next to Setup or Remove Lync Server Components, click Run Again.
a. Click Next.
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b. Click Finish.

Installing the configuration to the secondary Front End VM

1. Loginto the secondary Front End VM with Domain Admin credentials.

2. Attach the Windows Server 2012 installation media to the VM.

3. Open Windows PowerShell and run the following command:
Install-WindowsFeature RSAT-ADDS, Web-Server, Web-
Static-Content, Web-Default-Doc, Web-Http-Errors, Web-
Asp-Net, Web-Net-Ext, Web-ISAPI-Ext, Web-ISAPI-Filter,
Web-Http-Logging, Web-Log-Libraries, Web-Request-
Monitor, Web-Http-Tracing, Web-Basic-Auth, Web-
Windows-Auth, Web-Client-Auth, Web-Filtering, Web-
Stat-Compression, Web-Dyn-Compression, NET-WCF-HTTP-
Activationd45, Web-Asp-Netd45, Web-Mgmt-Tools, Web-
Scripting-Tools, Web-Mgmt-Compat, Windows-Identity-
Foundation, Desktop-Experience, Telnet-Client, BITS -
Source D:\sources\sxs —-Restart

4. Attach the Lync Server 2013 installation media to the VM and run Setup.exe.

5. If this is the first time that setup.exe has been run, install the C++ Runtime and
core components as prompted and accept the license agreement.

6. Atthe welcome screen, click Install or Update Lync Server System.

7. Next to Install Local Configuration Store, click Run.

a. Select the radio button for Retrieve directly from the Central Management
store (requires read access to the Central Management store), and click
Next.
b. Click Finish.
8. Next to Setup or Remove Lync Server Components, click Run.
a. Click Next.
b. Click Finish.
9. Next to Request, Install or Assign Certificates, click Run.
a. Select Default certificate, and click Request.
b. When the wizard pops up, click Next.
c. Leave the Send the request immediately to an online certification authority
radio button, and click Next.
d. Select your CA from the drop-down menu, and click Next.
e. Specify alternate credentials for the CA if needed, and click Next.
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Leave the Use alternate certificate template for the selected certification

authority checkbox unchecked, and click Next.

Enter a name for the certificate in the Friendly name field, select a Bit length
of 2048, and check the Mark the certificate’s private key as exportable
checkbox. Click Next. We named our certificate LS Internal Cert.

Enter your organization name and unit if desired, and click Next.
Enter your geographical information if desired, and click Next.
Review the Subject and Subject Alternative Names, and click Next.

Under Configured SIP domains, check the checkbox next to your domain,
and click Next.

Add any additional subject alternative names if desired. For our setup, we

did not require any more. Click Next.

. Review the settings, and click Next.

After the operation completes, click Next.

Click Finish.

When the Certificate Assignment window pops up, click Next.
Click Next.

Click Finish.

Click Close.

10. Next to Start Services, click Run.

a.

b.

Click Next.
Click Finish.

Designating the secondary Front End pool as a backup

1. Open the current topology in Topology Builder. This can be done by importing

the active configuration or simply opening the .tbxml file that was previously

saved.

2. Click Lync Server—>Sitel->Lync Server 2013->Standard Edition Front End Servers
and right-click the primary Front End server. Click Edit Properties.

3. Under Resiliency, check the Associated backup pool checkbox. Use the drop-

down menu to select the secondary Front End server. Check the box for

Automatic failover and failback for Voice and adjust the intervals to values

appropriate for your organization. Click OK.

4. Click OK.

5. Inthe Topology Builder, click Action—>Publish Topology.
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6. Click Next.

7.

Once the commands complete, click Finish.

Updating the Front End VMs

1.

On both Front End servers, run steps 2 (Setup or Remove Lync Server
Components) and 4 (Start Services) from the Install or Update Lync Server

System category in the setup GUI.

From the primary Front End server, run the following PowerShell commands.
Replace the FQDNs with your own:

Invoke-CSBackupServiceSync —-PoolFgdn LSFEOl.test.local
Invoke-CSBackupServiceSync —-PoolFgdn LSFEO02.test.local

Adding the backup SRV

1. Loginto the Active Directory with Domain Admin credentials.
2. Open the DNS Manager.
3. Under Forward Lookup Zones, right-click the domain, and click Other New
Records.
4. Select Service Location, and click Create Record.
5. Enter the following information, replacing the last line with the secondary Front
End FQDN for your environment:
e Service: sipinternaltls
e Protocol: tcp
e Priority: 10
e Weight: 10
e Port Number: 5061
e Host offering this service: LSFE02.test.local
6. Click OK.
7. Click Done.
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